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Preface

Wireshark has long since become the market standard for network analysis, and with the
growth of the internet and TCP/IP-based networks, it became very popular for network
analysis and troubleshooting, as well as for R&D engineering, to understand what is
actually running over the network and what problems we face.

This book contains practical recipes on troubleshooting a data communications network.
This second edition of the book focuses on Wireshark 2, which has already gained a lot of
traction due to the enhanced features that it offers. The book expands on some of the
subjects explored in the first edition, including TCP performance, network security,
Wireless LANs, and how to use Wireshark for cloud and virtual system monitoring. You
will learn how to analyze end-to-end IPv4 and IPv6 connectivity failures for unicast and
multicast traffic using Wireshark. The book also includes Wireshark capture files so that
you can practice what you've learned. You will understand the normal operation of email
protocols and learn how to use Wireshark for basic analysis and troubleshooting. Using
Wireshark, you will be able to troubleshoot common applications that are used in an
enterprise network, such as NetBIOS and SMB protocols. Finally, you will also be able to
measure network parameters, check for network problems caused by them, and solve them
effectively. By the end of this book, youll know how to analyze traffic, how to find patterns
of various offending traffic, and how to secure your network from them.

As the name of the book implies, this is a cookbook. It is a list of effective, targeted recipes
on how to analyze networks. Every recipe targets a specific issue, how to use Wireshark for
it, where to look for it, what to look for, and how to find the cause of the issue. To complete
the picture, every recipe provides the theoretical foundations of the subject, in order to give
the reader the required theoretical background.

You will see many examples in the book, and all of them are real-world cases. Some of them
took me minutes to solve, some hours, and some took many days. But there is one process
common to all of them: work systematically, use the proper tools, try to get inside the head
of the application writer, and, as someone told me once, try to think like the network. Do this,
use Wireshark, and you will get results. The purpose of this book is to try and get you there.
Have fun!



Preface

Who this book is for

This book is for security professionals, network administrators, R&D, engineering and
technical support, and communication managers who use Wireshark for network analysis
and troubleshooting. It requires a basic understanding of networking concepts but does not
require specific and detailed technical knowledge of protocols or vendor implementations.

What this book covers

Chapter 1, Introduction to Wireshark Version 2, covers basic tasks related to Wireshark.

Chapter 2, Mastering Wireshark for Network Troubleshooting, covers issues that improve the
use of Wireshark as a network analysis tool.

Chapter 3, Using Capture Filters, talks about capture filters.
Chapter 4, Using Display Filters, shows how to work with display filters.

Chapter 5, Using Basic Statistics Tools, looks at simple tools that provide us with basic
network statistics.

Chapter 6, Using Advanced Statistics Tools, covers advanced statistical tools—I/O graphs,
TCP stream graphs, and, in brief, UDP multicast streams.

Chapter 7, Using the Expert System, teaches you how to use the expert system, a tool that
provides deeper analysis of network phenomena, including events and problems.

Chapter 8, Ethernet and LAN Switching, focuses on how to find and resolve layer 2-based
problems, with a focus on Ethernet-based issues such as broadcast/multicast events, errors,
and finding their source.

Chapter 9, Wireless LAN, analyzes wireless LAN traffic and diagnoses connectivity and
performance problems reported by users.

Chapter 10, Network Layer Protocols and Operations, primarily focuses on layer 3 of the OSI
reference model and shows how to analyze the layer 3 protocol (IPv4/IPv6) operations. We
also cover unicast and multicast traffic flow analysis.

[2]
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Chapter 11, Transport Layer Protocol Analysis, primarily focuses on the transport layer of the
OSI reference model, but also teaches you how to analyze various layer 4 protocol
(TCP/UDP/SCTP) operations.

Chapter 12, FTP, HTTP/1, and HTTP/2, discusses these protocols, how they work, and how
to use Wireshark to find common errors and problems in the network.

Chapter 13, DNS Protocol Analysis, covers the basic principles of the DNS protocol, the
functionality, commonly faced issues, and the use of Wireshark to analyze and troubleshoot
the protocol.

Chapter 14, Analyzing Mail Protocols, looks at the normal operation of email protocols and
how to use Wireshark for basic analysis and troubleshooting.

Chapter 15, NetBIOS and SMB Protocol Analysis, teaches you how to use Wireshark to
resolve and troubleshoot common applications that are used in an enterprise network, such
as NetBIOS and SMB protocols.

Chapter 16, Analyzing Enterprise Applications’ Behavior, explains how to use Wireshark to
resolve and troubleshoot common applications that are used in an enterprise network.

Chapter 17, Troubleshooting SIP, Multimedia, and IP Telephony, discusses different protocols
and how to analyze audio and video streams using Wireshark.

Chapter 18, Troubleshooting Bandwidth and Delay Issues, teaches you how to measure these
network parameters, check for network problems caused by them, and solve these when
possible.

Chapter 19, Security and Network Forensics, starts by differentiating between normal and
unusual network traffic. Then, the chapter introduces the various types of attacks, where
they come from, and how to isolate and solve them.

To get the most out of this book

You will need to install the Wireshark software. It can be downloaded from

www.wireshark.org.
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Download the color images

We also provide a PDF file that has color images of the screenshots/diagrams used in this
book. You can download it here: https://www.packtpub.com/sites/default/files/
downloads/NetworkAnalysisUsingWireshark2CookbookSecondEdition_ColorImages.pdf.

Conventions used

There are a number of text conventions used throughout this book.

CodeInText: Indicates code words in text, database table names, folder names, filenames,
file extensions, pathnames, dummy URLSs, user input, and Twitter handles. Here is an
example: "Add the string tcp.window_size to view the TCP window size."

A block of code is set as follows:
tcp[Offset:Bytes]
//Or
udp [Offset:Bytes]

Bold: Indicates a new term, an important word, or words that you see onscreen. For
example, words in menus or dialog boxes appear in the text like this. Here is an example:
"When you go to the configuration menu and choose Networking."

Warnings or important notes appear like this.

Tips and tricks appear like this.

Sections

In this book, you will find several headings that appear frequently (Getting ready, How to do
it..., How it works..., There’s more..., and See also).

To give clear instructions on how to complete a recipe, use these sections as follows:

[4]
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Preface

Getting ready

This section tells you what to expect in the recipe and describes how to set up any software
or any preliminary settings required for the recipe.

How to do it...

This section contains the steps required to follow the recipe.

How it works...

This section usually consists of a detailed explanation of what happened in the previous
section.

There's more...

This section consists of additional information about the recipe in order to make you more
knowledgeable about the recipe.

See also

This section provides helpful links to other useful information for the recipe.

Get in touch

Feedback from our readers is always welcome.

General feedback: Email feedback@packtpub.com and mention the book title in the
subject of your message. If you have questions about any aspect of this book, please email
us at questions@packtpub.comn.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes
do happen. If you have found a mistake in this book, we would be grateful if you would
report this to us. Please visit www.packtpub.com/submit-errata, selecting your book,
clicking on the Errata Submission Form link, and entering the details.
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Piracy: If you come across any illegal copies of our works in any form on the internet, we
would be grateful if you would provide us with the location address or website name.
Please contact us at copyright@packtpub.com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in
and you are interested in either writing or contributing to a book, please visit

authors.packtpub.com.

Reviews

Please leave a review. Once you have read and used this book, why not leave a review on
the site that you purchased it from? Potential readers can then see and use your unbiased
opinion to make purchase decisions, we at Packt can understand what you think about our
products, and our authors can see your feedback on their book. Thank you!

For more information about Packt, please visit packtpub. com.
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Introduction to Wireshark
Version 2

In this chapter, you will learn about:

Wireshark version 2 basics

Locating Wireshark

Capturing data on virtual machines and on the cloud

Starting the capture of data

Configuring the start window
¢ Saving, printing, and exporting data

Wireshark Version 2 basics

In this chapter, we will cover the basic tasks related to Wireshark. In the Preface of this book,
we talked a little bit about network troubleshooting, and we saw various tools that can help
us in the process. After we reached the conclusion that we need to use the Wireshark
protocol analyzer, it's time to locate it for testing in the network, configure it with basic
configurations, and adapt it to be friendly.

While setting Wireshark for basic data capture is considered to be very simple and intuitive,
there are many options that we can use in special cases; for example, when we capture data
continuously over a connection and we want to split the capture file into small files, when
we want to see names of devices participating in the connection and not only IP addresses,
and so on. In this chapter, we will learn how to configure Wireshark for these special cases.

After this short introduction to Wireshark version 2, we present in this chapter several
recipes to describe how to locate and start to work with the software.
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The first recipe in this chapter is Locating Wireshark; it describes how and where to locate
Wireshark for capturing data. Will it be on a server? On a switch port? Before a firewall?
After it? On which side of the router should we connect it, the LAN side or on the WAN
side? What should we expect to receive in each one of them? The first recipe describes this
issue, along with recommendations on how to do it.

The next recipe is about an issue that has become very important in the last few years, and
that is the recipe Capturing data on virtual machines that describes practical aspects of how to
install and configure Wireshark in order to monitor virtual machines that have been used
by the majority of servers in the last several years.

Another issue that has come up in recent years is how to monitor virtual machines that are
stored in the cloud. In the Capture data on the cloud recipe, we have several issues to discuss,
among them how to decrypt the data that in most of the cases is encrypted between you
and the cloud, how to use analysis tools available on the cloud and also which tools are
available from major cloud vendors like Amazon AWS, Microsoft Azure, and others.

The next recipe in this chapter is Starting the Capture of data, which is actually how to start
working with the software, and configuring, printing and exporting data. We talk about file
manipulations, that is, how to save the captured data whether we want to save the whole of
it, part of it, or only filtered data. We export that data into various formats, merge files (for
example, when you want to merge captured files on two different router interfaces), and so
on.

Locating Wireshark

The first step after understanding the problem and deciding to use Wireshark is the
decision on where to locate it. For this purpose, we need to have a precise network
illustration (at least the part of the network that is relevant to our test) and locate Wireshark.

The principle is basically to locate the device that you want to monitor, connect your laptop
to the same switch that it is connected to, and configure a port mirror or in Cisco it is called
a port monitor or Switched Port Analyzer (SPAN to the monitored device. This operation
enables you to see all traffic coming in and out of the monitored device. This is the simplest
case.

You can monitor a LAN port, WAN port, server or router port, or any other device
connected to the network.

[81]



Introduction to Wireshark Version 2 Chapter 1

In the example presented in this diagram, the Wireshark software is installed on the laptop
on the left and a server S2 that we want to monitor:

Monitored
port

Menitoring
port

1
7
7
%
/

Wireshark

In the simplest case, we configure the port mirror in the direction as in the diagram; that
will monitor all traffic coming in and out of server S2. Of course, we can also install
Wireshark directly on the server itself, and by doing so we will be able to watch the traffic
directly on the server.

Some LAN switch vendors also enable other features, such as:

¢ Monitoring a whole VLAN: We can monitor a server's VLAN, telephony VLAN,
and so on. In this case, you will see all traffic on a specific VLAN.

e Monitoring several ports to a single analyzer: We can monitor traffic on servers
S1 and S2 together.

e Filtering: Filtering consists of configuring whether to monitor incoming traffic,
outgoing traffic, or both.
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Getting ready

To start working with Wireshark, go to the Wireshark website and download the latest
version of the tool.

An updated version of Wireshark can be found on the website
http://www.wireshark.org/; choose Download. This brings you the Download Wireshark
page. Download the latest Wireshark Version 2.X.X stable release that is available at
https://www.wireshark.org/#download.

Each Wireshark Windows package comes with the latest stable release of WinPcap, which is
required for live packet capture. The WinPcap driver is a Windows version of the UNIX
libpcap library for traffic capture.

During the installation, you will get the package's installation window, presented in the
following screenshot:

M Wireshark 20.1 (64-bit) Setup_ Lo ]

Choose Components
Choose which features of Wireshark 2.0.1 (64-bit) you want to install. ‘

The following components are available for installation.

Select components to install:

Tshark

Wireshark 1
+-[¥] Plugins & Extensions
+ Tools

User's Guide

Description

Space required: 166.9MB
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Usually in these setup windows, we simply check all and install. In this case, we have some
interesting things:

Wireshark: This is the Wireshark version 2 software.

TSark: A command-line protocol analyzer.

Wireshark 1: The good old Wireshark version 1. When you check this, the legacy
Wireshark version 1 will be also installed. Personally, I prefer to install it for the
next several versions, so if something doesn't work with Wireshark version 2 or
you don't know how to work with it, you always have the good old version

available.

Plugins & Extensions:

Tools:

Dissector Plugins: Plugins with some extended dissections
Tree Statistics Plugins: Extended statistics

Mate: Meta-Analysis and Tracing Engine: User-configurable
extension(s) of the display filter engine

SNMP MIBs: For a more detailed SNMP dissection

Editcap: Reads a capture file and writes some or all of the packets
into another capture file

Text2Pcap: Reads in an ASCII hex dump and writes the data into a
pcap capture file

Reordercap: Reords a capture file by timestamp

Mergecap: Combines multiple saved capture files into a single
output file

Capinfos: Provides information on capture files
Rawshark: Raw packet filter

[11]
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How to do it...

Let's take a look at the typical network architecture, the network devices, how they work,
how to configure them when required, and where to locate Wireshark:

Where to locate e \/”‘r’“\\ Remote office
the Wiresark? ) monitoring: On the Remote office
] WAN side . monitoring:
oOOK ,,:\?t *\ On the LAN side 6
AN
Internet access
monitoring: Before
the Firewall
3
Internet monitoring:
After the Firewall i WAN
To ISP
L SEIIIIEDENIZIERR NN
WAN monitoring: Port ! EI‘:’ é\;
mirror to the monitored N T
router @
Server monitoring: Port R ———
mirror to the monitored B B
server @ A Vi i

Let's have a look at the simple and common network architecture in the preceding diagram.

Monitoring a server

This is one of the most common requirements that we have. It can be done by configuring
the port monitor to the server (numbered 1 in the preceding diagram) or installing

Wireshark on the server itself.
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Monitoring a router

In order to monitor a router, we can use the following:
Case 1: Monitoring the switch port that the router is connected to:

1. In this case, numbered 2 in the previous drawing, we connect our laptop to the
switch that the router is connected to

2. On the switch, configure the port mirror from the port that the router is
connected to, to the port that the laptop is connected to

Case 2: Router with a switch module

1. In this case, numbered 5 and 6 in the previous diagram, we have a switch module
on the router (for example, Cisco EtherSwitch® or HWIC modules), we can use
it the same way as a standard switch (numbered 5 for the LAN port and 6 for the
WAN port, in the previous diagram)

In general, a router does not support the port mirror or SPAN. In the
simple Home/SOHO routers, you will not have this option. The port
mirror option is available in some cases on switch modules on routers
such as Cisco 2800 or 3800, and of course on large-scale routers such as
Cisco 6800 and others.

2. In this case, you will be able to monitor only those ports that are connected to the
switch module

Case 3: Router without switch module

1. In this case you can connect a switch between the router port and the Service
Provider (SP) network, and configure the port monitor on this switch, as in the
following diagram:

LAN switch used
for monitoring

A Y
- &

& y

= Laptop with
h ”
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e In this case, configure the port monitor from the port the router is connected to, to
the port your laptop is connected to.

Connecting a switch between the router and the service provider is an
operation that breaks the connection, but when you prepare for it, it
should take less than a minute.

Case 4: Router with embedded packet capture

In routers from recent years, you will have also an option for integrated packet capture in
the router itself. This is the case, for example, in Cisco IOS Release 12.4(20)T or later, Cisco
IOS-XE Release 15.2(4)S-3.7.0 or later, and also from SRX/J-Series routers from Juniper,
Stealhead from Riverbed, and many other brands.

When using this option, make sure that your device has enough memory
for the option, and that you don't load your device to the point you will
slow its operation.

When monitoring a router, don't forget this: it might happen that not all packets coming in
to a router will be forwarded out! Some packets can be lost, dropped on the router buffers,
or routed back on the same port that they came in from, and there are, of course, broadcasts
that are not forwarded by the router.

Monitoring a firewall

When monitoring a firewall, it is, of course, different whether you monitor the internal port
(numbered 1 in the following diagram) or the external port (numbered 2 in the following
diagram):

GRS
i | = @ &

Erthernet LAN
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On the internal port, you will see all the internal addresses and all traffic initiated by the
users working in the internal network, while on the external port, you will see the external
addresses that we go out with (translated by NAT from the internal addresses), and you
will not see requests from the internal network that were blocked by the firewall. If
someone is attacking the firewall from the internet, you will see it (hopefully) only on the
external port.

In some firewall brands, you also have the option to use an embedded
capture engine, as described in the routers, paragraph before.

Test access points and hubs

Two additional devices that you can use are TAPs and Hubs:

e Test Access Point (TAPs): Instead of connecting a switch to the link you wish to
monitor, you can connect a device called a TAP, a simple three-port device that,
in this case, will play the same role as the switch. The advantage of a TAP over a
switch is the simplicity and price. TAPs also forward errors that can be monitored
on Wireshark, unlike a LAN switch that drops them. Switches, on the other hand,
are much more expensive, take a few minutes to configure, but provide you with
additional monitoring capabilities, for example, SNMP. When you troubleshoot a
network, it is better to have an available managed LAN switch, even a simple
one, for this purpose.

e Hubs: You can simply connect a hub in parallel to the link you want to monitor,
and since a hub is a half-duplex device, every packet sent between the router and
the SP device will be watched on your Wireshark. The biggest con of this method
is that the hub itself slows the traffic, and therefore it influences the test. In many
cases, you also want to monitor 1 Gbps ports, and since there is no hub available
for this, you will have to reduce the speed to 100 Mbps that again will influence
the traffic. Therefore, hubs are not commonly used for this purpose.

[15]
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How it works...

For understanding how the port monitor works, it is first important to understand the way
that a LAN switch works. A LAN switch forwards packets in the following way:

e The LAN switch continuously learns the MAC addresses of the devices
connected to it

e Now, if a packet is sent to a destination MAC, it will be forwarded only to the
physical port that the switch has learned that this MAC address is coming from

e If a broadcast is sent, it will be forwarded to all ports of the switch

e If a multicast is sent, and CGMP or IGMP is disabled, it will be forwarded to all
ports of the switch (CGMP and IGMP are protocols that enable multicast packets
to be forwarded only to devices on a specific multicast group)

e If a packet is sent to a MAC address that the switch has not learned (which is a
very rare case), it will be forwarded to all ports of the switch

In the following diagram, you see an example for how a layer 2-based network operates.
Every device connected to the network sends periodic broadcasts. It can be ARP requests,
NetBIOS advertisements, and others. The moment a broadcast is sent, it is forwarded
through the entire layer 2 network (dashed arrows in the drawing). In the example, all
switches learn the MAC address M1 on the port they have received it from.

M—MAC Address
SA - Source(MAC)address

opEEpEEm DA - Destination (MAC)address
H .
DA: M1 70 j SA M N
K sA: M1 by DA: M1
+ AN
SA:M1 SA:MT N
[ swz | sws sw4
LTI ELTTETEE ELTEEEEE
) dsam
DA.M1/‘ ! %\ SA: M1 DA: M1\ X sa:mi
¢ sAam1 Yy (=] .

sW7
pEoooEnm

SWs SW6
|onpoodpe Q [ebgEomge \j

Now, when PC2 wants to send a frame to PC1, it sends the frame to the switch that it is
connected to, SW5. SW5 has learned the MAC address M1 on the fifth port to the left, and
that is where the frame is forwarded. In the same way, every switch forwards the frame to
the port it has learned it from, and finally it is forwarded to PC1.
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Therefore, when you configure a port monitor to a specific port, you will see all traffic
coming in and out of it. If you connect your laptop to the network, without configuring

anything, you will see only traffic coming in and out of your laptop, along with broadcasts
and multicasts from the network.

There's more...
There are some tricky scenarios when capturing data that you should be aware of.

Monitoring a VLAN—when monitoring a VLAN, you should be aware of several important
issues. The first issue is that even when you monitor a VLAN, the packet must physically be
transferred through the switch you are connected to in order to see it. If, for example, you
monitor VLAN-10 that is configured across the network, and you are connected to your
floor switch, you will not see traffic that goes from other switches to the servers on the
central switch. This is because in building networks, the users are usually connected to floor
switches, in single or multiple locations in the floor, that are connected to the building
central switch (or two redundant switches). For monitoring all traffic on a VLAN, you have

to connect to a switch on which all traffic of the VLAN goes through, and this is usually the
central switch:
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1

. " - ——— -
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In the preceding diagram, if you connect Wireshark to Switch SW2, and configure a monitor
to VLANBSO, you will see all packets coming in and out of P2, P4, and P5, inside or outside
the switch. You will not see packets transferred between devices on SW3, SW1, or packets
between SW1 and SW3.

Another issue when monitoring a VLAN is that you might see duplicate packets. This is
because when you monitor a VLAN and packets are going in and out of the VLAN, you will
see the same packet when it is coming in and going out of the VLAN.

You can see the reason in the following illustration. When, for example, S4 sends a packet to
S2 and you configure the port mirror to VLAN30, you will see the packet once sent from S4
to the switch and entering the VLAN30, and then when leaving VLAN30 to S2:

S1 S2 S3

VLAN10
VLAN20 E
VLAN30

=]

s4 S5

See also

For information on how to configure the port mirror, refer to the vendor's instructions. It
can be called port monitor, port mirror, or SPAN from Cisco.

There are also advanced features such as remote monitoring, when you monitor a port that
is not directly connected to your switch, advanced filtering (such as filtering specific MAC
addresses), and so on. There are also advanced switches that have capture and analysis
capabilities on the switch itself. It is also possible to monitor virtual ports (for example, a
LAG or EtherChannel groups). For all cases, and other cases described in this recipe, refer to
the vendor's specifications.
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For vendor information you can look, for example, at these links:

e Cisco IOS SPAN (for catalyst switches):

http://www.cisco.com/c/en/us/support/docs/switches/catalyst-6500-serie
s—switches/10570-41.html

¢ Cisco IOS Embedded Packet Capture feature:
http://www.cisco.com/c/en/us/products/collateral/ios—nx-os-software/io
s—embedded-packet—-capture/datasheet_c78-502727.html

e Check point Packet Sniffer feature:
https://www.checkpoint.com/smb/help/utml/8.2/2002.htm

e Fortinet FortiOS packet sniffer:
http://kb.fortinet.com/kb/viewContent.do?externalld=11186

Capturing data on virtual machines

Getting ready

In the last few years, a significant amount of servers are moving to virtual
environments—that is a large amount of servers on a single hardware device.

First, to put some order in the terms. There are two major terms to remember in the virtual
world:

¢ A virtual machine is an emulation of a computer system that is installed on single
or multiple hardware platforms. A virtual machine is mostly used in the context
of virtual servers. The major platforms used for server virtualization are VMware
ESX, Microsoft Hyper-V, or Citrix XenServer.

¢ A Blade server is a cage that holds inside server cards and LAN switches to
connect them to the world.

In this section, we will look at each one of these components and see how to monitor each
one of them.

How to do it...

Let's see how to do it.
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Packet capture on a VM installed on a single hardware

A single hardware with virtual machines is illustrated in the following diagram:

Guest
0s3

Guest
0s1

Virtualization
Software

1 2 3 4 5 6

External LAN Switch
7 8 9 10 11 12

™

|
S
<=

As you see in the preceding diagram, we have the applications that run on the operating
systems (guest OS in the drawing). Several guest OSs are running on the virtualization
software that runs on the hardware platform.

As mentioned earlier in this chapter, in order to capture packets we have two possibilities:
to install Wireshark on the device that we want to monitor, or to configure port mirror to
the LAN switch to which the Network Interface Card (NIC) is connected.
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For this reason, in the case of a virtual platform on a single hardware, we have the
following possibilities:

1. Install Wireshark on the specific server that you want to monitor, and start
capturing packets on the server itself.

2. Connect your laptop to the switch 8, and configure a port mirror to the server. In
the preceding diagram, it would be to connect a laptop to a free port on the
switch, with a port mirror to ports 1 and 2. The problem that can happen here is
that you monitor.

The first case is obvious, but some problems can happen in the second one:

1. Asillustrated in the preceding diagram, there are usually two ports or more that
are connected between the server and the LAN switch. This topology is
called Link Aggregation (LAG), teaming, or if you are using Cisco switches,
EtherChannel. When monitoring a server, check whether it is configured with
load sharing or port redundancy (also referred to as Failover). If it is configured
with port redundancy, it is simple: check what the active port is and configure
the port mirror to it. If it is configured with load sharing, you have to configure
one of the following:
e Port mirror to LAG interface: that is, port mirror to the virtual interface
that holds the two or more physical interfaces. Usually, it is termed by
the switch vendor as Port-Group or Port-Channel interface.

There are various terms for grouping several ports into one aggregate. The
most common standard is 802.3ad (LAG), later replaced by 802.3AX LAG.
There is also Cisco EtherChannel, and server vendors call it teaming or
NIC teaming (Microsoft), bonding (various Linux systems), Load Based
Teaming (LBT), and other terms. The important thing is to check whether
it is a load sharing or redundant configuration. Note that the mechanism
used in all the mechanisms is sharing and not balancing, and this is
because the load is not equally balanced between the interfaces.

¢ The server NICs are configured in the port redundancy: the port mirror
from one port to two physical ports (in the diagram to ports 1 and 2 of
the switch).
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e Configure two port mirrors from two interface cards on your PC to the
two interfaces on the LAN switch at the same time. A diagram of the
three cases is presented here:

Application Application Application
(App) (App) (App)
Guest Guest Guest Guest
051 0s1 0s3 0s1
Virtualization Virtualization Virtualization
Software Software Software

Guest
0s3

hterhal LAN switch

T 8 9 10 11 12

Option C

e There is another problem that might happen. When monitoring heavy
traffic on ports configured with load sharing, in Option A you will
have a mirror of two NICs sending data to a single one, for example,
two ports of 1 Gbps to a single port of 1 Gbps. Then of course, in case
of traffic that exceeds the speed of the laptop, not all packets will be
captured and some of them will be lost. For this reason, when you use
this method, make sure that the laptop has a faster NIC than the
monitored ports or use Option C (capture with two interfaces).

In any case, Wireshark is not suitable for high-rate packet capture and will
not suit more then 200-300 Mbps, so when monitoring heavy traffic,
configure the capture filters or use commercial software that is suitable.
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Packet capture on a blade server
In the case of using a BLADE Center, we have the following hardware topology:

S —Server
@ @ S5 BLADE @ SB — Server Blade

Center Eth — Ethernet

@ @ CSUD Int — Internal

" = = Ext - External
SB-1 || SB-2 || SB-3 || SB-4 || SB-5 SB-6
- | N - | N - | N - | N - N - | N
L[| L L £ = = L[| L Ll L L £
|| ||| 0| 0| |d|d||d|d | o
Internal LAN Switch Internal LAN Switch

B S 2 == == S a

External LAN Switch External LAN Switch
0 0
T-- To organization network 1T °

As illustrated, we have a BLADE Center that contains the following components:

¢ Blade servers: These are hardware cards, usually located at the front side of the
blade.

e Servers: The virtual servers installed on the hardware servers, also called VMs.

¢ Internal LAN switch: Internal LAN switches that are installed at the front or back
of the blade center. These switches usually have 12-16 internal or virtual ports
(Int in the diagram) and 4-8 external or physical ports (Ext in the diagram).

¢ External switch: Installed in the communication rack, and it's not a part of the
BLADE Center.
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Monitoring a blade center is more difficult because we don't have direct access to all of the
traffic that goes through it. There are several options for doing so:

e Internal monitoring on the blade center:

e For traffic on a specific server, install Wireshark on the virtual
server. In this case you just have to make sure from which virtual
ports traffic is sent and received. You will see this in the VM
configuration, and also choose one interface a the time on the
Wireshark and see to which one the traffic goes.

¢ A second option is to install Wireshark on a different VM and
configure the port mirror in the blade center switch, between the
server you wish to monitor and the VM with the Wireshark
installed on it.

e From servers to blade center switch (1) in the previous diagram:

e For traffic that goes from the servers to the switch, configure, port
mirror from the virtual ports the server is connected to, to the
physical port where you connect the laptop. Most vendors support
this option, and it can be configured.

e For external monitoring, traffic from the internal blade center switch to the
external switches:
¢ Use a standard port mirror on the internal or external switches

How it works...

As described before, there are several types of virtual platforms. I will explain the way one
operates on VMware, which is one of the popular ones.

On every virtual platform, you configure hosts that are provided with the CPU and
memory resources that virtual machines use and give virtual machines access to these
resources.
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In the next screenshot, you see a virtualization server with address 192.168.1.110,
configured with four virtual machines: Accountl, Account2, Term1, and Term2. These are
the virtual servers, in this case, two servers for accounting and two terminal servers:

File Edit View Inventory Administration Plug-ins Help
B B (@ rome b g9 mentoy b B imentoy Resources allocated
5 & to servers
ER¢] 5;2-153-1-“0 dhep-192-168-1-45.192.168.11.254 VMware ESXi, 6.0.0, 2494585
Account 1
@ Account2 Getting Started.| Summary . EUISEIIGERNIERY, Resource Allacation . Performance . Configuration.| User ents | Permissions
g Temn! Name, State or GP€st OS contains: » Clear
&5 Term2 i .
Name | state | ProvisionedSpace| Used Space Host CPU - MHz | Host Mem - M8 | Guest Mem - %
& Account1 Powered On 416,19 GB 416.19 GB mmm 16060 T
B Account2 Powered On 516.19 GB 316.19 GB 22— 16031 — 2T
B Termi Powered On 316.19 GB 316.19 GB 17 — 16033 — o[ I
Vil"TLICII @ Term2 Powered On 532.19 GB 532,19 GB 12— 28257 o [T
H L m »
servers list
Name, Target or Status contains: = [ Clear X

When you go to the configuration menu and choose Networking, as illustrated in the next
screenshot, you see the vSwitch. On the left, you see the internal ports connected to the
servers, and on the right, you see the external port.

(& 192.168.1.110 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E E_j €y Home b gF Inventory b [l Inventory

+ : .
a e Configuration
ElE| gzm.:.m dhcp-192-168-1-45.192.168.11.254 VMware ESXi, 6.0.0, 2494585
Accountl ) :
@ Account2 Getting Started ~ Summary = Virtual Machines ' Resource Allocation ' Performance EelLIEWlIn Users ' Events Permissions
Term1 .
% Term2 Hardware View: [vSphere Standard Switch
Health Status Networking
! Processors
Memory Standard Switch: vSwitch0 Remove... Properties...
Storege Virnusl Machine Port Geoup Dhysics| Adapters
2 nemort 0 F1 @ o 1000 rul | o
Storage Adapters B |4 virtual machine(s)
Network Adapters Accountl i}
Advanced Settings R Term1 iy}
Power Management r Term2 B
Account2
Software B
Wikarnal Port
Licensed Features (7 Management Network @
Time Configuration wmk0 : 192.168.1.110
DNS and Routing feB0::3eab:2aff:fe20:d2cd
Authentication Services
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In this example, we see the virtual servers Accountl, Account2, Term1 and Term2; on the
right, we see the physical port vmnic0.

Standard and distributed vSwitch

The VMware platform vSphere offers two kinds of virtual switches, standard and
distributed:

¢ The standard vSwitch is what every vSphere installation has, no matter what
license it is running on

e Distributed vSwitches are only available for those who have an Enterprise Plus
license

Port mirror is enabled in distributed vSwitch; how to configure it? You can find that out in

the Working With Port Mirroring section on the VMware vSphere 6.0 documentation center:
http://pubs.vmware.com/vsphere-60/index. jsp#com.vmware.vsphere.networking.doc/G

UID-CFFD9157-FC17-440D-BDB4-E16FD447A1BA.html.

See also

For specific vendor's mirroring configuration:

¢ For Alteon (now Radware) blade switches: http://www.bladenetwork.net/
userfiles/file/PDFs/IBM_GbE_L2-3_Applicat_Guide.pdf

e For Cisco blade switches (called SPAN): http://www.cisco.com/c/dam/en/us/
td/docs/switches/blades/igesm/software/release/12-1_14_ay/
configuration/guide/25K8411B.pdf, Page 340, SPAN and RSPAN Concepts and
Terminology

Starting the capture of data

After we have located Wireshark in the network, in this recipe, we will learn how to start
capturing data and what we will get in various capture scenarios.
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Getting ready

After you've installed Wireshark on your computer, the only thing to do will be to start the
analyzer from the desktop, program files, or the quick start bar.

To keep consistency, this book is written for Wireshark version 2.0.2 from
February 2016. In general (but not always), if you look at the version
number XY Z, when the X changes it will be a major release (like version
2), that changes every several years and occur the software completely.
When the Y changes, it will usually be additional features or significant
changes in some features, and if the Z changes, it will usually be bug fixes
and new protocol dissectors. Since new minor releases are released usually
every few weeks, you can have a quick look at their release notes.

When you do so, the following window will be opened (version 2.0.2):

M The Wireshark Network Analyzer . (=] B [
P~
File Edit View Go Capture Analyze Statisticc Telephony Wireless Tools Help ‘ 1 ’
4dm @ | W BE ] e == T § @ | Q|
(M Torly 2 display fiter .. <ctil> (3) =3 -] Expresson...  +
S~

Welcome to Wireshark
Open
@ 1 cATechnical\Wireshark\CAP-PCAP Customers\Snifl-LISHKAT-MISCHAR-2.cap (3006 Bytes)
C\Technical\Wireshark\CAP-PCAP Customers\Snifd-miniline-26-08-2001.cap (210 KB)
L CATechnical\Wireshark\CAP-PCAP General\DNS Problem --- Home --- Feb 2016.pcapng (11 KB)

Capture

@ ...using this fiter: [ J] [Enter a capture filter a -
Wireless Network Connection _.._A—J\-f\_<l_|
Local Area Connection |_'_

Learn
@ = usersGuide - Wiki * Questions and Answers - Mailing Lists
You are running Wireshark 2.0.2 (v2.0.2-0-ga16e22e from master-2.0). You receive automatic updates.

#  Ready to load or capture No Packets Profile: Default
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In the start window, you will see the following sections:

¢ The main menu, with file, edit and view operations, capture, statistics, and
various tools.

¢ The main toolbar that provides quick access to frequently used items from the
menu.

e The filter toolbar, it provides access to the display filters.

In the main area of the start window, we have the following items:

o A list of files that were recently opened
¢ A Capture part that enables us to configure a capture filter and shows us the
traffic on our computer interfaces

Seeing traffic on computer interfaces is a nice improvement from version
1, as it enables us to quickly see the active interfaces and start the capture
on them.

¢ The Learn part can take us directly to the manual pages

How to do it...

In Wireshark Version 2, it is very simple. When you run the software, down the main
window, you will see all the interfaces with the traffic that runs over them. See the
following screenshot:
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Wireless Tools Help

ak |[E QQQ

Ctrl+E 3) [0 ~|Expression... +
W Stop Ctrl+E
Y Restart Ctrl+R

WelcometoWig ~ Capture Fitters..
Refresh Interfaces FS

Open

Ci\Technical\Wireshark\CAP-PCAP Customers\Snifl-LISHKAT-MISCHAR-2.cap (3006 Bytes)
C\Technical\Wireshark\CAP-PCAP Customers\5nif4-miniline-26-08-2001.cap (210 KB)
C:\Technical\Wireshark\CAP-PCAP General\DNS Problem --- Home --- Feb 2016.pcapng (11 KB)

Capture

...using this filter: [ lE:*'.er a capture filter ... ‘]
Wireless Network Connection L/ { 1) i
Local Area Connection -

Learn

User's Guide - Wiki * Questions and Answers - Mailing Lists
You are running Wireshark 2.0.2 (v2.0.2-0-gal6e22e from master-2.0). You receive automatic updates.

7 Ready to load or capture : No Packets Profile: Default

The simplest way to start a simple single-interface capture is simply to double-click on the
active interface (1). You can also mark the active interface and click on the capture button on
the upper-left corner of the window (2), or choose Start or Ctrl + E from the Capture menu

(3).
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Capture on multiple interfaces

In order to start the capture on multiple interfaces, you simply use Windows Ctrl or Shift
keys, and left-click to choose the interfaces you want to capture data from. In the following
screenshot, you see that the Wireless Network Connection and the Local Area Connection

are picked up:

DTS P EESRE

4dAm @ RE QRe=2=7T s BQaQaam

|Hl-'\.1‘_1..='.:'-'_u."'e- <Clrl-/> =3 - Expression.. +
Welcome to Wireshark
Open

CATechnical\Wireshark\CAP-PCAP Customers\5nifl-LISHKAT-MISCHAR-2.cap (3006 Bytes)
CA\Technical\Wireshark\CAP-PCAP Customers\Snifd-miniline-26-08-2001.cap (210 KE) Two marked
CA\Technical\Wireshark\CAP-PCAP General\DNS Problem --- Home --- Feb 2016.pcapng (11 KB) InTer"FaCES

Capture
..using this fiter: [ [Enter a capture fite -]

Wireless Network Connection | A
Local Area Connection M

Learn
User's Guide * Wiki * Questions and Answers * Mailing Lists
You are running Wireshark 2.0.2 (v2.0.2-0-ga 16e22e from master-2.0). You receive automatic updates.

<  Ready to load or capture No Packets Profile: Default

And the traffic that you will get will be from the two interfaces, as you can see from the next
screenshot: 10.0.0. 4 on the wireless interface, and 169.254.170.91 Automatic Private

IP Address (APIPA) on the LAN interface.

APIPA address is an address allocated automatically when you configure
your device to use a DHCP client, and no address is acquired. The APIPA
address is like any other address and can be used locally, but it is usually
used to notify that your DHCP server is not available.
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e ® BRE QeEF LI [EAaA’AqE
ILIE b | Expression...  +
No. Time Source Destination Protocol  Length Info =
52 25.529288 HonHaiPr_c7:8e:73 Broadcast ARP 42 Who has 10.8.98.138? Tell 16.9.9.4
53 28.532119 D-LinkCo_16:€9:78 1 =)
54 28.619424  16.0.8.4 e -
55 28.928313 10.0.0.4
S6 28.968200 169.254.178.91
57 28.968548 9.0.8.9
S8 28.968655 169.254.170.91
59 29.853052 10.9.0.4
60 29.969848 16.9.0.4
61 29.872195 16.9.9.4 - =
62 20.172602  10.0.0.4 w =

Using capture on multiple interfaces can be helpful in many cases, for example, when you
have multiple physical NICs, you can port monitor two different servers, two ports of a
router or any other multiple ports at the same time. A typical configuration is seen in the

following screenshot:

To ISP

1
=

Laptop/Desktop with T
Wireshark and two —
physical interfaces & <

:2(5: =

Port mirror
on switch 1

Port mirror
on switch 2
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How to configure the interface you capture data from

1. To configure the interface you capture data from, choose Options from the
Capture menu. The following window will appear:

‘ Wireshark - Capture Interfaces | [T ———— &Ié
Capture input/output
Input | Output | Options 4 and options
hnterface = Traffic Link-layer Header Promiscuous
Local Area Connection Ethernet enabled
Wireless Network Connection Ethernet enabled
Promiscuous Interfaces
mode Capture filter management
< = configuration b
[¥] Enable promiscuous mode on all interfaces Manage Interfaces...
Capture filter for selected interfaces: ( ]_— a capture filter '] Compile BPFs
[ st J[ cose ][ neo ]

In this window you can configure the following parameters:

2. On the upper side of the window, on the main window, choose the interface on
which you want to capture the data from. If no additional configuration is
required, click on Start to start the capture.

3. On the lower-left side, you have the checkbox Use promiscuous mode on all
interfaces. When checked, Wireshark will capture all the packets that the
computer receives. Unchecking it will capture only packets intended for the
computer.

In some cases, when this checkbox is checked, Wireshark will not capture
data in the wireless interface, so if you start capturing data on the wireless
interface and see nothing, uncheck it.

4. In the middle of the screen, right below the interfaces window, you can configure
the capture filter. We will learn capture filters in chapter 3, Using Capture Filters.
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On top of the window, we have three tabs: Input (opens by default), Output, and Options.

Capture data to multiple files
Click on the Output tab, and the following window will open:

File format
Output | Options

Output format: @ pcapng () peap /

[¥] Capture to a permanent file Capture file
— = name
File: Leave blank to use a temporary file
[ "] create a new file automatically after... Mul‘l‘:.p|e fl!es
configuration
1 - |kilobytes ¥
1 1 |seconds v
/ Ring buffer
[] use aring buffer with 2 > files

Start [ Close H Help ]

This window enables capture in multiple files. To configure this, write a filename in the
Capture to a permanent file area. Wireshark will save the captured file under this name,
with extensions 0001, 0002, and so on, all under the path that you specify in the Browse...
button. This feature is extremely important when capturing a large amount of data, for
example, when capturing data over a heavily loaded interface, or over a long period of time.
You can tell the software to open a new file after a specific amount of time, file size, or
number of packets.
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Configure output parameters

1. When you choose the Options tab, the following window will open.

M Wireshark - Capture Interfaces r ! ¥ =

[ input | Output | Optons | N

Display Options @ Name Resolution @ |

7! Update list of packets in real-time [¥] Resolve MAC Addresses :

[¥] Automatically scroll during live capture [ Resolve network names

[¥] Show extra capture information dialog [ Resolve transport names
Stop capture automatically after... @

01 +| packets

11 3 files
01 v |kilobytes ~
Lk |

2. On the left (1), you can choose Display Options. These options are:
¢ Update list of packets in real-time: Upon checking this option,
Wireshark updates packets in the packet pane in real time
e Automatic scroll during live capture: Upon checking this, Wireshark
scrolls down packets in the packet pane as new packets come in

e Hide capture info dialog: By checking this, the capture info dialog is
hidden

3. On the right, there is the Name Resolution option. Here we can check for:
e The MAC address resolution that resolves the first part of the MAC
address to the vendor ID.
o The IP address resolution that is resolved to DNS names.
e TCP/UDP port numbers that are resolved to application names. These

are the port numbers; for example, TCP port 80 will be presented as
HTTP, port 25 as SMTP, and so on.
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There are some limitations to Wireshark name resolution. Even though
Wireshark caches DNS names, resolving IP addresses is a process that
requires DNS translation, and therefore it can slow down the capture. The
process itself also produces additional DNS queries and responses, which
you will see on the capture file. Name resolution can often fail, because the
DNS you are querying is not necessarily familiar with the IP addresses in
the capture file. For all these reasons, although network name resolution
can be a helpful feature, you should use it carefully.

Manage interfaces (under the Input tab)

1. As you see in the following screenshot, on the bottom-right, you have the
Manage Interfaces... button with three tabs; Local Interfaces, Pipes and Remote
Interfaces. These are the options that Wireshark can capture data from:

M Wireshark . Capture Interfaces v =
Input | Output | Options |
Interface - Traffic Link-layer Header Promiscu
Wireless Network Connection ) Ethernet enabled
Local Area Connection Ethernet enabled
4 m 3
V| Enable promiscuous mode on all interfaces [Manage Interfaces ]
Capture filter for selected interfaces: | | Enter a capture filte ~ | | Compile BPFs
[ Cose |[ Heo |
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in the other list:

2. When you choose the Manage Interfaces... button and the Input tab, you will see
a list of available local interfaces, including the hidden ones, which are not shown

‘ Manage Interfaces

Local Interfaces | Pipes ] Remote Interfaces

Show Friendly Name Interface Name
v Wireless Network Connection  \Device\NPF_{55DFE1F7-0FDB-46E3-8D48-C5804C455B8A}
¥ Local Area Connection

Comment
\Device\NPF_{752D1FB3-0242-475F-9D46-TF3E1 ELAFDET}

Microsoft

Realtek PCle GBE Family Controller

3. Wireshark can also read captured packets from another application in real time.

Capture packets on a remote machine

For capturing data from a remote machine, perform the following actions:
1. Install the pcap driver on the remote machine. You can find it at http: //www.
winpcap.org/ or install the entire Wireshark package instead.

2. For capturing data on the remote machine, choose Options | Capture Interfaces
|Manage Interfaces | Remote Interface. The following window will open:

M Manage Interfaces ? X3 ) M Remote Interface M
-faces | Pipes | Remote Interfaces E]L Host: | -
. Port:
Show  Host / Device URL
- Authentication
4 @ Null authentication
remote Settings Password authentication
Username:
This version of Wireshark does not save remote settings. ey
[ ok J[ concel [ rep |
[ ok ][ cancel
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3. On the local machine:
e Host name: The IP address or host name of the remote machine

e Port: 2002: You can leave it open and it uses the default 2002

e Password authentication: The username and password of the remote
machine.

4. On the remote machine:

e Install WinPcap on the remote PCs that you want to collect data from.
You can get it from http://www.winpcap.org/. You don't need to
install Wireshark itself, only WinPcap.

¢ Configure the firewall is open to TCP port 2002 from your machine.

¢ On the remote PC, add a user to the PC user list, give it a password,
and administrator privileges. You configure this from Control Panel
| Users Accounts and Family Safety| Add or remove user
accounts | create a new account.

e Right-click on the Start symbol down to the left of the Windows screen,
choose Open Windows Explorer, right-click on Computer, and choose
Manage. In the Manage window, open the services, as illustrated here:

File Action \View Help

2| 2EE e HE » a n »
& Computer Management (Local | o) Sanvicec
4 {f} System Tools
() Task Scheduler Remote Packet Capture Protocol  Name ’ Description  Status Startup Type  Log On As -
l ;‘"‘:‘:"“:’ V.0 lexperimental Remote Access Connection Manager Manages di... Manual Local Syste...
] Shared Folders )
® Pesformance ctort the service Remote Desktop Configuration Remote Des... Manual Local Syste...

Remote Desktop Services Allows user... Manual

&= Device Manager

4 52 Storage EEEE——— (& ] Remote Packet Capture Protocol v.0 (experimental)

2 Disk Management E;;tv"sp:;f':; R Remote Procedure Call (RPC) TheRPCSS.. Stated  Automatic  Networks.

4+ iy Sevices and Applications || machine frejn a remote machine. Remote Procedure Call (RPC) Locator In Windows... Manual Network ...
l . Services ! Remote Registry Enables rem... Manual Local Service
WM Control Routing and Remote Access Offers routi... Disabled Local Syste...

RPC Endpoint Mapper Resolves RP... Started Automatic Network S...

5. You will see the interface you have configured on the remote interfaces, and
when you click on OK, you will also see it on the local interfaces' list. Now you
can capture packets on it as if it was a local interface on your machine.
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This feature can be useful when, for example, you monitor connectivity
between your PC and a remote one, or even between two remote
machines. When you implement it, you will see the packets that are living
on the device; then you will see them arrive (or not!) at the other device,
which is a very powerful tool.

File Edit View Go Copture An TCMP packets sent from Help

ARA® BB 2 10.0.01 to 10.0.0.8 N

s | e We see every request- | B <) epresson.. | +

No. Time Source Destration Protacol Length Info replay cycle twice

» 1 0.000000 10.0.0.1 10.0.0.8 ICMP 74 Echo (ping) request 01,| seq=37971/21396, ttl=128 (reply in 2)

— 2 9.008722 10.0.0.8 10.0.0.1 ICMP 74 Echo (ping) reply id=exead1,] seq=37971/21396, ttl=128 (request in 1)
3 -4,567727 10.0.0.1 19.9.0.8 ICMP 74 Echo (ping) request id=exeee1,] seq=37971/21396, ttl=128 (reply in 4)
4 -4.567652 10.0.0.8 10.0.0.1 ICMP 74 Echo (ping) reply id=ex0e01,| seq=37971/21396, ttl=128 (request in 3)
5 1.000925 10.0.0.1 19.0.0.8 ICMP 74 Echo (ping) request id=exeee1, seq=37972/21652, ttl=128 (reply in 6)
6 1.009772 10.0.0.8 10.9.0.1 ICMP 74 Echo (ping) reply id=exe001, seq=37972/21652, ttl=128 (request in 5)
7 -3.56721¢ 10.0.0.1 10.0.0.8 ICMP 74 Echo (ping) request id=exeee1, seq=37972/21652, ttl=128 (reply in 8)
8 -3.567157 10.0.0.8 10.0.0.1 ICMP 74 Echo (ping) reply id=exeee1, seq=37972/21652, ttl=128 (request in 7)
9 2.007963 10.0.0.1 10.0.0.8 ICMP 74 Echo (ping) request id=ex0@01, seq=37973/21908, ttl=128 (reply in 10)
16 2.013243 10.0.0.8 10.0.0.1 ICMP 74 Echo (ping) reply id=0xee01, seq=37973/219e8, ttl=128 (request in 9)
11  -2.563431 10.0.0.1 10.0.0.8 ICMP 74 Echo (ping) request id=ex0@81, seq=37973/219@8, ttl=128 (reply in 12)
12 -2.563356 10.0.0.8 10.0.0.1 ICMP 74 Echo (ping) reply id=ex0e01, seq=37973/219e8, ttl=128 (request in 11)
13 3.010166 10.0.0.1 10.0.0.8 ICMP 74 Echo (ping) request id=exeee1, seq=37974/22164, ttl=128 (reply in 14)
14 3.020901 10.0.0.8 10.0.0.1 ICMP 74 Echo (ping) reply id=ex0@e1, seq=37974/22164, ttl=128 (request in 13)
15  -1.556482 10.0.0.1 10.0.0.8 ICMP 74 Echo (ping) request id=ex@@e1, seq=37974/22164, tt1=128 (reply in 16)
16 -1.556411 10.0.0.8 10.0.0.1 IcMP 74 Echo (ping) reply id=0xeee1, seq=37974/22164, ttl=128 (request in 15)

This file is attached as Cap_B05518_01_01.

Start capturing data — capture data on Linux/Unix

machines

In Linux and Unix devices, we have the good old TCPDUMTP utility, actually the command
that the Wireshark came from.

For using TCPDUMP, you have the following commands (the most common ones):

e Capture packets on a specific interface:

e Syntax is tcpdump -i <interface_name>
¢ Example is tcpdump -i eth0

e Capture and save packets in a file:

¢ Syntax is tcpdump -w <file_name> -i <interface_name>
e Example is tcpdump -w test001 -i ethl
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e Read captured packets' file:
¢ Syntax is tcpdump -r <file_name>

e Example is tcpdump -r test001

To use capture filters, use the capture filters format described in chapter 3, Using Capture
Filters.

Collecting from a remote communication device

In this section, we will describe how to capture data from remote communication
equipment. Since there are many vendors that support this functionality, we will provide
the general guidelines for this feature for some major vendors, along with links to their
website, to get the exact configurations.

The general idea here is that there are some vendors that allow you to collect captured data
locally, and then to download the capture file to an external computer.

For Cisco devices, this feature is called Embedded Packet Capture (EPC), and you can find

how to do it in the following link:
http://www.cisco.com/c/en/us/support/docs/ios—-nx-os-software/ios-embedded-packe

t-capture/116045-productconfig-epc—00.html. In this link you can find how to configure
the capture for Cisco I0S and IOS-XE operating systems.

For Juniper devices, the command is called monitor traffic, and you can find a detailed
description of it
at http://www. juniper.net/techpubs/en_US/junosl4.1/topics/reference/command—-summ

ary/monitor—-traffic.html.

For check point firewalls, you can use the utility fw monitor, explained in detail
at http://dl13.checkpoint.com/paid/ad4/How_to_use_FW_Monitor.pdf?HashKey=141503497
4_a3bcab785bebcf8b4d627cfbc56abc97&xtn=.pdf.

For additional information, check out the specific vendors. Although capturing data on the
LAN switch, router, firewall, or other communication devices and then downloading the
file for analysis is usually not the preferred option, keep it in mind and remember that it is
there if you need it.
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How it works...

Here the answer is very simple. When Wireshark is connected to a wired or wireless
network, there is a software driver that is located between the physical or wireless interface
and the capture engine. In Windows, we have the WinPcap driver; in Unix platforms, we
have the Libpcap driver; and for wireless interfaces, we have the Airpcap driver.

There's more...

In cases where the capture time is important, and you wish to capture data on one interface
or more, and you want to be time-synchronized with the server you are monitoring, you
can use Network Time Protocol (NTP) for this purpose, and synchronize your Wireshark
and the monitored servers with a central time source.

This is important in cases where you want to go through the Wireshark capture file in
parallel to a server log file, and look for events that are shown on both. For example, if you
see retransmissions in the capture file at the same time as a server or application error on
the monitored server, then you will know that the retransmissions are because of server
errors and not because of the network.

The Wireshark software takes its time from the OS clock (Windows, Linux, and so on). To
configure the OS to work with a time server, go to the relevant manuals of the operating
system that you work with.

In Microsoft Windows 7, configure it as follows:

1. Go to Control Panel

2. Choose Clock, Language, and Region

3. Under Date and Time, Choose Set the time and date. Change to the Internet
time tab

4. Click on the Change Settings button
5. Change the server name or IP address

In Microsoft Windows 7 and later, there is a default setting for the time
server. As long as all devices are tuned to it, you can use it like any other
time server.
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NTP is a network protocol used for time synchronization. When you configure your
network devices (routers, switches, fws, and so on) and servers to the same time source,
they will be time synchronized to this source. The accuracy of the synchronization depends
on the accuracy of the time server that is measured in levels or stratum. The higher the level
is, it will be more accurate. Level 1 is the highest. The higher the level, the lower the
accuracy. Usually you will have level 2 to 4.

NTP was first standardized in RFC 1059 (NTPv1) and then in RFC 1119 (NTPv2). The
common versions in the last few years are NTPv3 (RFC1305) and NTPv4 (RFC 5905).

You can get a list of NTP servers on various websites, some of them are:

http://support.ntp.org/bin/view/Servers/StratumOneTimeServers And http://
wpollock.com/AUnix2/NTPstratumlPublicServers.htm

See also

You can get more information about the Pcap drivers from:

e For WinPcap visit: http://www.winpcap.org
e For Libpcap visit: http://www.tcpdump.org

Configuring the start window

In this recipe, we will see some basic configurations for the start window. We will talk
about configuring the main window, file formats, and viewing options.

Getting ready

Start Wireshark, and you will get the start window. There are several parameters you can
change here in order to adapt the capture window to your requirements:

Toolbars configuration

Main window configuration

Time format configuration
Name resolution
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e Auto scroll in live capture

e Zoom

e Column configuration

First, let's have a look at the menu and the toolbars that are used by the software:

M The Wireshark Network Analyzer

.

! Main %
File Edit View Go (Capture Analyze Statistics Telephony Wireless Tools Help Toolbar

® RE ] =7isBBaaan

[ | Apply a

7

Welcome To L3

Ready to load or capture

\\1':]
display filter ... <Ctrl-/> e i Expression... = +
~—  Filter TM‘III;H
Toolbar goar
Status
Toolbar

No Packets Profile: Default

The main menu

Wireshark's main menu is located at the top of the main window. In the main toolbar you
have the following symbols:

File: File operations such as open and save file, export packets, print, and so on.
Edit: To find packets, mark packets, add comments, and most importantly, use
the preferences' submenu. This will be described in chapter 2, Mastering
Wireshark for Network Troubleshooting.

View: For configuring Wireshark display, colorization of packets, zooming, font
changes, showing a packet in a separate window, expanding and collapsing trees
in packet details, and so on.

Go: To go to a specific packet, for example, to the first packet in the capture, the
last packet, a packet number, and so on.

Capture: To configure capture options and capture filters.

Analyze: For analysis and display options like display filter configuration,
decode options, to follow a specific stream, and so on.
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Statistics: To show statistics, starting from the basic hosts and conversations
statistics up to the smart IO graphs and stream graphs.

Telephony: For displaying IP telephony and cellular protocols information, for
example, RTP and RTCP, SIP flows and statistics, GSM or LTE protocols, and so
on.

Wireless: For showing Bluetooth and IEEE 802.11 wireless statistics, later
described in chapter 9, Wireless LAN.

Tools: For Lua operations as described in Appendix 4, Lua programming.

Help: For user assistance, sample capture updates, and so on.

The main toolbar

The main toolbar provides quick access to frequently used items from the menu. This
toolbar can be hidden using the View menu.

Capture File Move through Zoom and

Operations Operations Packets Operations resize
A A A I N

r N N ™
4% 10 IDRBRe=>=TIDEQAQQH
t o1
| |

Auto scroll packet list Draw packets using
in live capture your coloring rules

The four left-most symbols are for capture operations, then you have symbols for file
operations, go to packet operations, auto-scroll, draw packets using coloring rules, zoom and
resize.

[43]



Introduction to Wireshark Version 2 Chapter 1
Display filter toolbar
In the filters toolbar, you have the following symbols:

:llana:! Dkx.p\ay Filters V‘ Wireshark - Display Filter Expression - M

Manage Filter Expressions

Ethernet address : eth.addr == 00:00:5

T

Field Mame Relation

> 10dapci - IEC 60870-5-104-Apci -
> 10dasdu . [EC 60870-5-104-Asdu | |
» 17224 - IEEE 17223 Protocol

29West - 29West Protocol

is present

S

@
A [hooly a display fiter ... <Ctrl-/> N/
= |
v
[ Filter Expression Preferences... | Label: | RN Filter: Enter a display oK Cancel

In the display filter toolbar we can:

e Type in a display filter string, with auto complete while showing us previously

configured filters

e Manage filter expressions that allow you to bring up filter construction dialog for

filter construction assistance
¢ Configure a new filter and add it to the preferences
e Use filter predefined expressions, and choose a filter

An enhanced description of splay filters is provided in chapter 4, Using Display Filters.

Status bar

In the status bar, at the lower side of the Wireshark window, you can see the following data:

File name and location Total number of packets Profile
P — A
() 7 ONSBrute force tests AUG-2013 — 001 Packets: 8685 - Displayed: 8 (0.1%) - Load time: 0:0.200 Profile: Default

|—b Open the capture file properties dialog

— Error level: colored according to the highest error level
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You can see here:

e Any errors in the expert system.

e The Capture file properties, including file information, capture time, time and

general statistics.

¢ The name of the captured file (during capture, it will show you a temporary

name assigned by the software).

¢ Total number of captured packets, displayed packets (those which are actually
displayed on the screen), and load time, that is, the time it took to load the

capture file.

¢ The profile you work with. For more information of profiles, you can read
Chapter 2, Mastering Wireshark for Network Troubleshooting.

How to do it...

In this part, we will go step by step and configure the main menu.

Toolbars configuration

Usually for regular packet capture, you don't have to change anything. This is different
when you want to capture wireless data over the network (not only from your laptop); you
will have to enable the wireless toolbar, and this is done by clicking on it under the view

menu, as shown in the following screenshot:

Capture  Analyze

Main Toclbar

Statistics Telephony  Wireless  Tooks  Help

l[ijexez@.ﬁ

Wireless Toolbar

Length Info

( Ope

Packet List .. UDP

Ml DNS Brute force tests AUG-2013 -—- 001 pcopng.

.. UDP
bits) ] 76 by|

Packet Details
v Packet Bytes

dm @
Time Display Format s I =
[Fiter Expression Preferences... |

Mo, Time Source

Fle Edt Yiew Go Coptwre Analyze Seatistic

BERe==TsEEBaaaH

Label: Apply this fiter
Destnation

configuration for

\
n the preferences

Wireless LAN

gresco Teo

(80211 Preferences |

Fiter:

Protocol

Wireless toolbar

When marking the Wireless Toolbar option in the View menu, the wireless toolbar opens.
The only option available in the current version is to start the preferences' configuration
window. There is more about Wireless LAN analysis in chapter 9, Wireless LAN.
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Main window configuration

To configure the main menu for capturing, you can configure Wireshark to show the
following windows:

‘ DNS Brute force tests AUG-2013 --- 001.pcapng

File Edit Go Capture  Analyze

A = v Main Toolbar

Statistics  Telephony  Wir

W | apply ad v Filter Toolbar
Wireless of ¥ Wireless Toolbar —
Filter Expre ¥ Status Bar [Fiter Expresson Freferences.. | Labek:  Apgly thes fiter Fiter: iy fite [ e Carcel
- T .
Mo, v Packet List 5806 338.442829 192.168.43. 111.221.77. UDP 73 29646 + 40046 Len=31
! 5BOE[ v || Packet Details 5807 338.443032 192.168.43. 157.55.235. UDP 76 29646 » 40037 Len=34
i - 5808 338.443214 192.168.43. 157.55.235.. UDP 72 29646 + 40008 Len=39
| 5807 v PacketBytes — 5809 338.443383 192.168.43. 157.55.235. UDP 75 29646 - 40001 Len=33
' 58p4 5810 338.443559 192.168.43_ 111.221.74. UDP 76 29646 + 48002 Len=34
i Time Display Format
i =
! 58P9 = Trame S807: 76 bytes on wire {m bits), /& Eytes captured (m bits) on interface ©
i MName Resolution -
i « Ethernet II, Src: HonHaiPr c7:8e:73 (6©:dB:19:c7:8e:73), Dst: SamsungE 35:d6:le (5c:@a:5b:35:d6:1e)
. 5814 _ Destination: SamsungE_35:d6:1le (5c:@a:sb:is:dé:le)

Source: HonHaiPr_c7:8e:73 (6@:d8:19:¢7:8e:73)

Type: IPv4 (0x0800)
Internet Protocol Version 4, Src: 192.168.43.191, Dst: 157.55.235.159
User Datagram Protocol, Src Port: 29646 (29646), Dst Port: 40037 (40037)
|- Data (34 bytﬁ)

¢ va e cl Be ] - e e
0010 9@ 3e 58 77 90 @@ 80 11 6c f9 c@ a8 2b bf 9d 37  >Xw.... l...+..7
0028 eb 9f 73 ce 9¢c 65 00 2a d0@ 83 d8 9f B2 a5 ca 94 P T
8030 4ad 2d 2f 23 fe 69 €@ 31 1c 94 ¢7 a6 35 14 a2 48 M-/#.i.1 ....5..H
0040 Of 84 a2 8e 27 33 d6 4a 66 fd d5 b7 cocn =l o

D 7 Frame (frame], MWbytes

Packets: 8685 - Displayed: 3635 (100.0%) - Load tme: 0:0.189

Profie: Default

In most of the cases, you will not need to change anything. In some cases, when you don't
need to see the packet bytes, you can cancel them, and you will get more space for the
packet list and details.

Name resolution

Name Resolution is the translation of layer 2 (MAC addresses), layer 3 (IP addresses), and
layer 4 (port numbers) into meaningful information.

[46]



Introduction to Wireshark Version 2

Chapter 1

M DS Brute force tests ALUG-2003 -— 00Lpcapng

F‘mmm

. .
Ede Edit [Miew | Go Copture  Analyze Statistics Telephony  Wireless Jook  Help
idnm ¥ Mein Toclbes Baasimd
(W ooy ac ¥ FikerTeolbar
-.“n. Wireless Toolbar bon Prefocel Lo
58O ¥ Shatus Bar 0.s5kyp.. UDP 73
SBO7 v Packet List 0. skyp.. UDP 76
5888 v Packet Details 55.235. UDP 12
G80T ¥ Packet Bytes 55.235.. UDP 75
5818 [ime pisplay Fomat , 19.skyp.. UDP 76
SSlll Marna Reschation ¢ Edit Besolved Mamse
Frame goom P Y Fesshor Prosiesl Addresses
A Ether o icubivee hifteioht Y Presohoe Metwork Addresses
Des  prandsa CoteRigh | ¥ Peschve Transport Addresses

File Edit Yiew Go Captue PAnabze Statistics Telephorny  Wireless Jooks  Help

dm i@ JRERBE Re=ETiEEacan

(W 2poky s cilay e f thSiCCIl address B «| Expression . & Test

b T = 34:08:04 (D-LinkCo Ihal__uweh __kh
54 22.577741 1. ( ) .c1@r.facebook.com TLSv1.2 92 Application Data |
55 22.668781 star-mini.cl@r.._ TCcP 54 https + 45622 [ACK] Se.. i
56 ini TLSv1.2 96 Application Data =

Metwork address 31.13.93.36 ed (736 bits) on interface 0

(facebook.com) :8e:733[Dst: D-LinkCo 16:09:78 (34:08:04:16:09:78
Internet Protocol Version 4, Src: 10.0.8.3 (10.8.8.375-|Dst: star-mini.cl8r.facebook.com

Tr'ansrlissiU[ Dst Port: https (443)) Seq: B58, Ack: 3513, Len

Secure Sock %
" L]

Transport address
443 (https)

Name Resolution

In the screenshot, we see that the MAC address 34:08:04:16:09:78 (from D-Link), the website
(that is, www. facebook . com), and the HTTPs port number (that is 443).

The MAC address is the most simple translation: Wireshark look at the
translation table (stored in .manuf file under the Wireshark directory). IP
addresses are translated using DNS, and as described earlier in this
chapter can cause some performance issues. TCP/UDP port numbers are

stored in the Services file under the Wireshark directory.

Colorize packet list

Usually you start a capture in order to establish a baseline profile of what normal traffic
looks like on your network. During the capture, you look at the captured data and you
might find a TCP connection, IP, or Ethernet connectivity that are suspects, and you'll want

to see them in another color.
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To do so, right-click on the packet that belongs to the conversation you want to color,
choose Ethernet, IP, or TCP/UDP (TCP or UDP will appear depending on the packet), and
choose the color for the conversation.

In the example, you see that we want to color a TCP conversation.

- W e=aa Lo | E G

File Edit View Go Copture Analze Statistics Telephony Wireless Tools Help

PN EL LR =B
(W] aogiy a dsgiay fiter  <Ct B3 -] exesson.. + Test |
Mo, Teme Source Destraton Protocol Length Info. =
430 49 223920 92 168.43.19 B & Lnp. 59 29646 & 48835 1 enz27 —
_ 77.234.44.51 HTTP 281  GET /R/AzSKEHAWD1EC9gNLjqMB1EN_eecSBAEFCEM.. ||
z TS ey TR B Sl DS TInUnmark nacket  coer ] 0 - !
433 50.270338 192.168.4 157.55.130.144  UDP Igncre/Unignore Packet Cul+D =35 t
434 50,270551 192.168.43 .59 213.199.179.146 UDP Set/Unset Time Reference  CirleT =27
435 51,277256 192.168.43.191 | 157.55.235.146  UDP Timne Shift... CurleShiftsT |57
436 51.277425 192.168.43.191 | 157.55.56.159 uppP O =30
437 51.277563 192.168.43.191 111.221.77.156 upp Edit Resobved Narme =36 ;
438 51.379467 192.168.43,191 157.56.52.18 TCP Apply s Fiter ,» [g=0 Win=8192 Len=@ MSS=..
439 51.458695 192.168.43.191 | 192.168.43.1 DNS Prepare a Fiter » [bf5 A dns.msftncsi.com
440 51.724568 192.168.43.191 239.255.255.250 SSDP z S P |
441 52.204708 192.168.43.191 Colorias Comrarsation Il eew » [.com
442 52.307690 192.168.43.191 157.55.138.151 UDP T ENIP Explicit »
| 4an_ra namoma _a0n aco an 104 ca_a_nn aca uon!  Follow " Ty .
Frame 431: 281 bytes on wire (2248 bits), 281 bytes capt| o R P "
Ethernet II, Src: HonHaiPr c7:8e:73 (6@:d8:19:c7:8e:73), i »
Internet Protocol Version 4, Src: 192.168.43.191, Dst: 7 ""'°‘°'°"‘"‘"“_D|_;;_; [ celera
Transmission Control Protocol, Src Port: 30014 (30014), |  Deccdeds. Color2
Hypertext Transfer Protocol ST R i Pl s P-CBA "E color:
= ] PHN-I0 AR MIE colors
Sc Pa Sb 35 d6 le 6@ d8 19 c7 8¢ 73 08 00 45 88 \.[5.. . ...5..E. 10 AR (with datsl *| (] Colors
01 @b 6c 2e 40 00 80 06 27 3a cO a8 2b bf 4d eg . L [l cae
2¢ 33 75 3e 0@ 50 b2 3f 27 a2 d4 3f 71 6b 50 1{ Choose color ! =
18 86 43 38 00 00 47 45 54 20 2f 52 2f 41 7a 3 Colorg
(O 7 Browsing from home over celular : 1004 (100.0%) - Load tme: 0:0.4] [B]  Colorg
| | New Conversation Rule... E I — —
); ew ™

Colorize Conversation
To cancel the coloring rule:

1. Go to the View menu

2. In the lower part of the menu, choose Colorize Conversation and then Reset
Colorization or simply click on Ctrl + space bar
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Zoom

As you see in the following screenshot, for zooming in and out:
1. Go to the View menu

2. Click on Zoom In on the main toolbar or press Ctrl++ to zoom in
3. Click on Zoom Out on the main toolbar or press Ctrl +- to zoom out

File Edit View Go (Capture Analyze Statistics

Fi Telephony Wireless Tools Help
dm 20 LDRB Ies=TaEEaaan
(il»‘«;\:n-;a:s:va-;ﬁ‘:er' .. <Ctrl-f> == A A

No. Time Source fl - f
430 49. . .
Increase text size
431 49. -

Decrease text size

Fit to columns

Return text size to
§ default
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Mastering Wireshark for
Network Troubleshooting

In this chapter, you will learn about the following:

¢ Configuring the user interface, and global and protocol preferences
¢ Importing and exporting files

¢ Configuring coloring rules and navigation techniques

¢ Using time values and summaries

Building profiles for troubleshooting

Introduction

In this chapter, we cover issues that improve the use of Wireshark as a network analysis
tool. We start with configuring the user interface, and setting global and protocol
preferences. Next, we talk about Wireshark folders, configuration files, and folders and
plugins.

We continue with coloring rules and how to configure them. We also talk about the
intelligent scrollbar added to Wireshark Version 2, which can be used for traffic patterns
and behavior recognition.

We close this chapter with profiles and how to use them. Profiles are sets of display and
capture filters, coloring rules, and preferences set for a specific environment, protocols or
networking issues that are previously configured to ease network troubleshooting. Profiles
are explained, along with helpful profiles that are attached to this book.
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Configuring the user interface, and global
and protocol preferences

The Preferences menu enables us to adapt the display to the way we want to see it, and
configuring protocol preferences provides us with the ability to change the way that
Wireshark captures and presents common protocols. In this recipe, we will learn how to
configure the most common protocols.

Getting ready

Go to Preferences in the Edit menu, and you will see the following window:

4 Wireshark - Preferences - - Liléj
[ 4 Appearance _ ;
Lavout v'| Remember main window size and placement
you
Columns Open files in
Font and Colors @ The most recently used folder
Capture This folder: C:\Users\yoram\Documents | Browse...

Filter Expressions

Name Resolution Sowiviin

Protocols 10 filter entries

Statistics

Advanced 10 recent files |
l [ Confirm unsaved capture files I

Automatically scroll packet details

Packet detail scroll percentage: 0

| Main toolbar style: |Iconsonly ~
Language: |Use system setting ~

In the Preferences window, we have menus from which we choose what we want to
configure, while the configuration parameters appear on the right.
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How to do it...

In this recipe, we talk about the appearance preferences, along with protocol preferences for
the most common protocols. Additional preference configurations will be provided in the
relevant chapters later in this book.

Since this book is about recipes to work with and improve the way the
reader uses Wireshark for network analysis, we will not talk about all the
features of Wireshark. I will leave the simple features for the great manual
on the Wireshark website, and focus on the important and special ones
that can actually improve the use of the software.

Let's start focusing on the preferences and see how they can help us.

General appearance preferences

In the following screenshot, we see some helpful features that we can configure in the
Preferences window:

M Wireshark - Preferences . — - M
| 4 |Appearance =1 |
Tayout J |¥| Remember main window size and placement
Columns Open fles in
Font and Colors @ The most recently used folder
Capture This folder: C:\Users\yoram\Documents Browse...
Filter Expressions
Name Resolution Sio¥in o
Protocols 10 filter entries |
Statistics
' Advanced 10 recent files 'l

[¥] Confirm unsaved capture files |
(V] Automatically scroll packet details |
Packet detail scroll percentage 1

\ Main toolbar style: || Icons on|y

rome: gl — @ ©)

Use system setting ~ Icons uiy -
Bl Chinese
EH English
11 French Text only
| == German Icons & Text
| 1 1 Italian

® Japanese

mm Polish
Use system setting [
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Here, we can configure:

e The size of the display filters and the recent file buffers
¢ The interface language (more languages will be provided in future versions)
¢ The main toolbar style—icons, text or icons, and text

Layout preferences

In the layout preferences, you simply set the way that you want Wireshark to present the
Packet Lists, Packet Details, and Packet Bytes:

s — ’ - B
M Wireshark - Preferences Ii}é
- i -
4 Appearance )
Layout L 1 1 | 2 2 1
Columns 2 11 —1 3 112]3
- 2|3 3 3 2
Font and Colors
Capture Pane 1: Pane 2: Pane 3:
Filter Expressions
I phier xpressio @) Packet List Packet List Packet List 1
Name Resolution
| - Protocols Packet Details @ Packet Details Packet Details
|| | > Statistics Packet Bytes Packet Bytes @ Packet Bytes |
Advanced
| None None None |
|| (V] Show packet separator on Packet List |
|
\ '
| Restore Defaults
| 4 mn [3 l
|
ok J[ concel J[ rep |

As you can see from the previous screenshot, you can set the appearance of panes and what
will be presented in each one of them.

Column preferences

In the column preferences, you can add or delete columns. The default columns that we see
in the packet pane are the No., Time, Source, Destination, Protocol, Length, and Info,
shown in the following screenshot:
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M Wireshark - Preferences ? =
|4 Appearance

Layout Displayed Title Type Field Name Field Occurrence
Columns V] No. Number
Font and Colors V] Time Time (format as specified)

Capture [¥] Source Source address

Filter Expressions V] Destination Destination address

Name Resolution [¥]  Protocol  Protocol

Protocols V] Length Packet length (bytes)

Statistics ¥ Info Information

Advanced

| & &
o) (o) ()

To add a new column to the packet pane:

* You can configure one of the predefined parameters in the Field Name to be
added as a new column. Among these fields are time delta, IP DSCP value, port
numbers, and others.

¢ A very important feature comes up when you fill in Custom in the field type. In
this case, you can fill in any filter string for Field Name. You can, for example,

add the following:
e Add the string tcp.window_size to view the TCP window size

(which influences performance)

e Add the string ip.tt1l to view the IP time-to-live (TTL) parameter
of every packet

e Add rtp.marker to view every time a marker is set in an RTP
packet

To apply a column, you can also choose a field in a packet in the Packet
Details pane, right-click, and choose Apply as Column. The column will
be added to the Packet List pane.

As we will see in later chapters, this feature will assist us in the fast resolution of network
problems.
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Font and color preferences

To change font size and shape, simply choose Appearance | Font and Colors and change
the Main window font, as you see in the next screenshot:

Wireshark - Preferences @Ié”
4 —
1
4 Appearance Ml Wireshark - Font
L Main window foljt: |Consolas 11.0 T
ayout Font Fert st Site
. : . forrcins) o "
Columns Example GIF quefy packets have jumbo window sizes @1] - ‘o — :
Font and Colors; o |
Colors: Centaur Bold 7
Capture e Century Iralic 8 =
. . iy Century Gethic Beold Iralic 9
Filter Expressions | Wsample narked packet text Chisler n
Mame Reselution . Colonna MT 1
X || | comic sans ms 12
Protocels P | | Conors 1
Cnnatantia = 16 =
Effects Samgle
Strkeout
s AaBbYyZz
Wiritng System
(A =
i o o
[ [ o ] |

Appearance | Font and Colors

In case you forget how to get back to the default, the default font is
Consolas, size 11.0, normal.

Capture preferences

In capture preferences, you can set the default interface to the one that you most commonly
use:

M Wireshark - Preferences Pl =

4 Appearance
Layout
Columns

Default interface

Wireless Network Connection 2 v ]

gntangtlglors

Filter Expressions o
Name Resolution V| Update list of packets in real time

(V] Capture packets in promiscuous mode
V] Capture packets in pcap-ng format

In the previous screenshot, the interface is set to Wireless Network Connection 2. Leave all
the checkboxes as they are.
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Filter expression preferences

In filter expressions, you configure which filter expressions will appear at the right-hand

side of the display filters bar at the top of the screen.
To configure display filter expressions, follow these steps:

1. Click on the Edit menu and choose Preferences and Filter Expressions. The
following window will come up:

r
M Wireshark - Preferences

L e

/

4 Appearance
Layout IEnabIed Button Label Filter Expression

Columns V| TCP-Z-WIN tcp.analysis.zero_window
Font and Colors ¥| TCP-RETR tcp.analysis.retransmission

J Capture
Filter Expressions |
MName Resolution

Protocols

Filters names and
expressions

Add, delete or
copy filter

Advanced

]
|l | « M 3

2. Choose Add and configure the Button Label and the Filter Expression.
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3. Asyou can see in the following screenshot, the Button Label will appear at the
right-hand side of the display filters bar:

(===

~J ~|Expression... + [TCP-Z-WIN TCP-REI'R]I

-~

[SYN] Seq=0 Win=8192 Len=@ MSS=146..
[SYN] Seq=0 Win=8192 Len=@ MSS=146..

—]

4. Asyou can see, the filters named TCP-Z-WIN and TCP-RETR that we have
configured in the filters preferences appear in the top-right corner of Wireshark.

We can configure filter preferences per profile, as described in the Building

profiles for troubleshooting recipe later in this chapter. By doing so, we can
configure profiles for TCP problems, IP Telephony (IPT) problems, and so

on, where each network protocol is configured with their appropriate
profile.

Filters should be configured in display filter format, as described in chapter 4, Using
Display Filters.

Name resolution preferences

Wireshark supports name resolution in three layers:

e Layer 2: By resolving the first part of the MAC address to the vendor name. For
example, 14:da:e9 will be presented as AsusTeckC (ASUSTeK Computer Inc.).

e Layer 3: By resolving IP addresses to the DNS names. For example,
157.166.226.46 will be resolved to www.edition.cnn.com.

e Layer 4: By resolving TCP/UDP port numbers to port names. For example, port
80 will be resolved as HTTP, and port 53 as DNS.
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In the following screenshot, you can see how to configure name resolution in the
Preferences window:

M Wireshark - Preferences v %
P Appearance Name Resolution
Layout =
Columns || Resolve MAC addresses
— L2/L3/L4
Font and Colors| || Resolve transport names

. name resolution
Capture || Resolve network (IP) addresses

Filter Expressions .
|| Use captured DNS packet data for address resolution

Name Resolution

Protocols (V] Use an external network name resolver NG
- - osts

Statistics || Enable concurrent DNS name resolution / .

Advanced name resolution

Maximum concurrent requests 500

(7] Only use the profile "hosts™ file

("] Enable OID resolution

[7] Suppress SMI errors SMMP object

SMI (MIB and PIB) paths IDs resolution
SMI (MIB and PIE) modules
GeolP database directories } GeolP

In this window, you can configure, from top to bottom:

e Layer 2, 3, and 4 name resolution.

e How to perform name resolution: by DNS and/or hosts file, and what the
maximum number of concurrent DNS requests is (so the software will not be
overloaded).

¢ Simple Network Management Protocol (SNMP), object identifiers, IDs, and
whether we want to translate them to object names.

e GeolIP and whether we want to use it. For further information about this, see
Chapter 10, Network Layer Protocols and Operations.
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In TCP and UDP, there is a meaning only to the destination port that the
client initially opens the connection. The source port that the connection is
opened from is a random number (higher than 1,024) and therefore there
is no meaning to its translation to a port name.

e The Wireshark default is to resolve layer 2 MAC addresses and layer 4 TCP/UDP
port numbers. Resolving IP addresses can slow down Wireshark due to the large
amount of DNS queries that it uses, so use it carefully.

IPv4 preference configuration

When you choose to configure IPv4 or IPv6 parameters, you will get the following window:

M Wireshark - Preferences =~ - - - M
ik:F i _'lnternet Protocol Version 4
INAP || Decode IPv4 TOS field as DiffServ field
Infiniband SDP [V] Reassemble fragmented IPv4 datagrams
IPDC [¥] show IPv4 summary in protocol tree
[7] validate the IPv4 checksum if possible
IPv6 [] support packet-capture from IP TSO-enabled hardware
fg‘ég"'p [¥] Enable GeolP lookups
ISDN || Interpret Reserved flag as Security flag (RFC 3514)
iSER _ | Try heuristic sub-dissectors first
ISMACRYP

The parameters that you need to change are:

e Decode IPv4 TOS field as DiffServ field: The original IP protocol came out with
a field called Type Of Service (TOS) for enabling IP quality of service through
the network. In the early 1990s, the Differentiated Services (DiffServ) standard
changed the way that an IP device looks in this field. Unchecking this checkbox
will show this field as in the original IP standard.

e Enable GeolP lookups: GeolP is a database that enables Wireshark to present IP
addresses as geographical locations. Enabling this feature in IPv4 and IPv6 will
enable this presentation. This feature involves name resolutions and can
therefore slow down packet capture in real time. You can see how to configure
GeolP in chapter 10, Network Layer Protocols and Operations.
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TCP and UDP configuration

In UDP, there is not much to change; it is a very simple protocol, with a very simple
configuration. In TCP, on the other hand, there are some parameters that can be changed:

M Wireshark - Preferences =~ - - - R

:L—L 3 _Transrnission Control Protocol

sv [¥] show TCP summary in protocol tree
SYNCHROPH... [7] validate the TCP checksum if possible

T.38 [¥] Allow subdissector to reassemble TCP streams
TACACS+ }

TAU || Analyze TCP sequence numbers

AD [V] Relative sequence numbers
Scaling factor to use when not available from capture [Not known A
TCPROS [¥] Track number of bytes in flight
i TDMoE ["] Calculate conversation timestamps

TDMoP i — ] -

108 || Try heuristic sub-dissectors first

tetra || Ignore TCP Timestamps in summary

1;:; [¥] Do not call subdissectors for error packets
TIPC [¥] TCP Experimental Options with a Magic Number
TNS

Most of the changes you can make in the TCP preferences are in the way that Wireshark
dissects the captured data:

¢ Validate the TCP checksum if possible: In some NICs, you may see many
checksum errors. This is due to the fact that TCP checksum offloading is often
implemented on NICs. The problem here might be that the NIC actually adds the
checksum after Wireshark captures the packet, so if you see many TCP checksum
errors, the first thing to do will be to disable this checkbox and verify that this is
not the problem.

¢ Analyze TCP sequence numbers: This checkbox must be checked so Wireshark
can provide TCP analysis, which is one of its main and most important features.

* Relative sequence numbers: When TCP opens a connection, it starts from a
random sequence number. When this checkbox is checked, Wireshark will
normalize it to zero, so what you will see are not the real numbers, but numbers
starting from zero and climbing. In most cases, relative numbers are much easier
to handle.
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¢ Calculate conversation timestamps: When checking this checkbox, the TCP
dissector will show you, in every packet, the time since the beginning of the
connection. This can be helpful in cases with a very fast connection when times
are critical.

How it works...

Using the Preferences | Protocols feature adds more analysis capabilities to Wireshark. Just
be careful here not to add too many capabilities, as that will slow down packet capture and
analysis.

For TOS and DiffServ, go to chapter 10, Network Layer Protocols and Operations.

SNMP is a protocol used for network management. The SNMP Object Identifier (OID) is
used to identify objects and their location in the Management Information Base (MIB). An
object can be a counter that counts interface input packets, an IP address of a router
interface, a device name or location, CPU load, or any other entity that can be presented or
measured.

The SNMP MIB is built in a tree structure, as you can see in the next diagram. Top-level
MIB object IDs belong to different standard organizations. Vendors define private branches,
including managed objects, for their own products:

| iso (.1) |

| o3|

| dod (.6) |

| internet (.1) |

directory (.1) | | mgmt (.2) | | experimental (.3) | | private (.2)

When resolving SNMP MIB, Wireshark shows not only the object ID, but also its name,
which helps to understand the monitored data.
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There's more...

Concerning GeolP, go to http://wiki.wireshark.org/HowToUseGeoIP for further
instructions.

Importing and exporting files

It is quite common to see a need to share the packet capture file with other operational
teams or the vendor for root cause analysis. Such capture files may have a lot of packets,
while our interest is in only a specific flow or a set of packets. Instead of sharing the entire
file, Wireshark allows you to selectively export the packets into a new file, or even modify
the format for easier file transportation. In this recipe, we will discuss the import and export
options available in Wireshark.

Getting ready

Start Wireshark or open a saved file.

How to do it...

We save or export data as follows.

Exporting an entire or partial file

We can save a whole file or export specific data in various formats and various file types. In
the following paragraphs, we will see how to do this.

To save a whole file of captured data, do the following:

¢ In the File menu, click on Save (or press Ctrl + S) to save the file under its current
name

e In the File menu, click on Save as (or press Shift + Ctrl + S) to save the file under a
new name
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To save a part of a file, for example only displayed data, do the following;:

» Navigate to Export Specified Packets under the File menu. You will get the

following window:

o~ naikumar 4 naikumar -- Folder

Shared -- Folder

File name:

Export as:  Wireshark/tcpdumpy... - pcap

[O] o M Wireshark - Export Specified Packets
Look in: 4 /Users < e
= Computer Name A Size Kind Date Modified
Deleted Users -- Folder 10/22/...:33 PM

2/18/1...:29 PM
10/30/...:35 PM

Captured () Displayed

© All packets 950 950
Selected packets only
Marked packets only

First to last marked

Range:

o O O O a
o O O O a

Remove ignored packets

Packet Range Compress with gzip

o @ [ [E

Save
Cancel

Help

In the bottom-left area of the window, you will see that you can choose which part of the

data you want to save:

e To save all the captured data, select All packets and Captured.

¢ To save only displayed data, choose All packets and Displayed.

e To save selected packets from the file (a selected packet is simply a packet that

you clicked on), choose Selected packets only.
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To save marked packets, that is, packets that were marked by right-clicking on
them in the packet list window, choose Marked packets only (toggle) from the
menu.

To save packets between two marked packets, select the First to last marked
option.

To save a range of packets, select Range and specify the range of packets you
want to save.

In the packet list window, you can choose manually to ignore a packet. In the
export window you can choose to ignore these packets and not to save them.

To compress the saved file, check Compress with gzip.

In all the options mentioned, you can choose the packets from the entire captured file, or
from the packets displayed on the screen (packets displayed on the packet list after a
display filter has been applied).

Saving data in various formats

You can save the data captured by Wireshark in various formats for further analysis with
other tools.

By choosing Export Packet Dissections from the File menu, you can save the file in the
following formats:

Plain text (*.txt): Export packet data into a plaintext ASCII file.

PostScript (*.ps): Export packet data into PostScript format.

Comma separated values (*.csv): Export packet summary into CSV file format,
for use with spreadsheet programs (such as Microsoft Excel).

C arrays to packet bytes (*.c): Export packet bytes into C arrays so that they can
be imported by C programs.

PSML (*.psml): Export packet data into PSML, an XML-based format, including
only the packet summary.

PDML (*.pdml): Export packet data into PDM, an XML-based format, including
the packet details.
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Printing data

In order to print the data, click on the Print button from the File menu, and you will get the
following window:

F S
M Wireshark - Print 0 | 2 [

Packet Format
Summary line
Details: @
) All collapsed
@ As displayed
() All expanded
[C) Bytes
"] Print each packet on a new page
+ and - 20om, 0 resets
Packet Range - ‘
@ () Captured @) Displayed ‘
@ All packets 8685 8685 ||
| © selected packets only 1 1
' Marked packets only 0 0 L
| First to last marked 0 0
| © Rrange: 0 0
["] Remove ignored packets 0 0
Page Setup... [ print. || concel |[ Hep |

In the Print window, you have the following choices:

e In the upper-right part of the window, you choose the file format to be printed. It

can be:
¢ Only a summary line for every packet. This is what you get from

the Packet List pane.

e Packet details. This prints the entire details of the packet, as
provided in the Packet Details pane.

e Packet bytes, which you get from the Packet Bytes pane.
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¢ In the lower part of the window, you choose what packets to print, as describe in
the previous section.

How it works...

The data can be printed in text format, PostScript (for PostScript-aware printers), or to a file.
After configuring this window and clicking on print, the regular printing interface will
appear and you can choose the printer.

There's more...

To find out what folders Wireshark is stored in, simply choose Help from the main menu,
then choose About Wireshark, and in the window that opens, choose the Folders tab. As
you can see in the next screenshot, you will see the actual folders that files are stored in, and
on the right you can see typical files that are stored in these folders:

Wireshark I Authors | Folders | Plugins | keyboard Shortouts I License |

Hame Location Typical Files

"File™ dialogs C:'Technical\Wireshark \CAP-PCAP Customers)  capture files

Temp Ci\Usersyoram‘AppDatai ocal Temp untitled capture files

Personal configuration  C:'Users'yoram'AppData'Roaming\Wiresharkl, ofifers, oreferences, ethers, .
Global configuration  C:'\Program Files\Wireshark afifters, preferences, manuf, ..
System C:'\Program FilesWireshark ethers, [panets

Program C:\Program Files\Wireshark program files

Personal Plugins Ci\UsersyoramAppDat. .ing\Wireshark'pluging  dissector plugins

Glaobal Plugins C:\Program FilesWireshark\plugins'2.0.2 dissector plugins

Extcap path C:'\Program FilesWireshark\extcap Extcap Plugins search path

Clicking on a location will bring us to the folder in which those files are stored.
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Configuring coloring rules and navigation
techniques

Coloring rules define how Wireshark will color protocols and events in the captured data.
Working with the coloring rules will help you a lot with network troubleshooting, since you
are able to see different protocols in different colors, and you can also configure different
colors for different events.

Coloring rules enable you to configure new coloring rules according to various filters. It will
help you to configure different coloring schemes for different scenarios and save them in
different profiles. In this way, you can configure coloring rules for resolving TCP issues,
rules for resolving SIP and telephony problems, and so on.

configuration, for example predefined colors, filters, and so on. To do so,

You can configure Wireshark profiles in order to save a Wireshark
8 navigate to Configuration Profiles from the Edit menu.

Getting ready

To start with the coloring rules, proceed as follows:

1. Go to the View menu.

2. In the lower part of the menu, choose Coloring Rules. You will get the following
window:
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M Wireshark - Coloring Rules - Default o - [P |
Name Filter
HSRP State Change hsrp.state != 8 && hsrp.state != 16
Spanning Tree Topology Change stp.type
OSPF State Change ospfmsg!=1
ICMP errors
v| ARP arp
[¥] 1ICmP icmp || icmpvb
TCP RST tcp.flags.reset eq 1
SCTP ABORT sctp.chunk_type eq ABORT
TTL low or unexpected (!ip.dst 0.0.0/ ip.ttl < 5 &8 !pim 88 ospf) || (ip.dst == 224.0.0.0/24 && ip.dst != 224.0.0.251
| ] smB smb || nbss || nbns || nbipx || ipxsap || netbios
[¥] HTTP http || tcp.port == 80 || http2
V| IPX ipx || spx
[¥| DCERPC dcerpc
(¥ Routing hsrp || eigrp || ospf || bgp || cdp || vrrp || carp || gvrp || igmp || ismp
/| TCP SYN/FIN tep.flags & 0x02 || tep-flags.fin == 1
J| TCP tcp
[+] upp udp
«
< mn b
Double diick o edit. Drag to move. Rules are processed in order until @ match i found.
| 3 = |
I [ o ][ cancal |[ mmport. |[ Export.. | [ Hep
=

In this window, we see the default coloring rules that we have in Wireshark, including rules
for TCP and other protocol events, routing packets, and others.
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How to do it...

To go to the coloring rules, proceed as follows:

e For a new coloring rule, click on the new tab, and you will get the following
window:

Name Filter a

|[¥] New coloring rule
Ed Bad F
HSRP State Change

Spanning Tree Topelogy Change s
OSPF State Change
| « I »

Dludle click to edit. Drag to move. Rules are processed in order unai a match is found.

@)= o

— = —_—— = = —

¢ In the Name field, fill in the name of the rule. For example, fill in NTP for the
network time protocol.

¢ In the Filter field, fill in the filter string, that is, what you want the rule to show
(we will talk about display filters in chapter 4, Using Display Filters).

e Click on the Foreground button and choose the foreground color for the rule.
This will be the foreground color of the packet in the packet list.

e Click on the Background button and choose the background color for the rule.
This will be the background color of the packet in the packet list.

e Click on the Delete icon (the minus sign to the left of the plus sign) to delete a
coloring rule.

e Click on the Duplicate icon (to the right of the minus button) if you want to edit
an existing rule.

* You can also click on the Import... button to import an existing color scheme, or
click on the Export... rule to export the current scheme.

There is an importance to the order of the coloring rules. Make sure that
the coloring rules are in the order of implementation. For example,
application layer protocols should come before TCP or UDP, so Wireshark
will color them in their color and not the regular TCP or UDP color.
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How it works...

Like many operations in Wireshark, you can configure various operations on data that is
filtered. The coloring rules mechanism simply applies a coloring rule to a predefined filter.

See also

* You can find various types of coloring schemes
athttp://wiki.wireshark.org/ColoringRules, along with many other examples

in a simple internet search

¢ To use one of the coloring rule files listed here, download it to your local
machine, select View | Coloring Rules in Wireshark, and click the Import...

button

Using time values and summaries

Time format configuration is about how the time column (second from the left in the default
configuration) will be presented. In some scenarios, there is an importance given to this, for
example, in TCP connections where you want to see time intervals between packets, or
when you capture data from several sources and you want to see the exact time of every

packet.

Getting ready

To configure the time format, go to the View menu, and under Time Display Format, you
will get the following window:
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File Edit Go Capture Analyze Statistics Telephonx Wireless Tools Help

4 m Main Toolbar Q| Qe H

Filter Toolbar

Wireless Toolbar Destination Protocol Length Info
SEIEET fa Broadcast ARP 60 Who has 1@
Packet List R —— - 10 Y
Packet Details
Packet Bytes
Time Display Format Date and Time of Day (1970-01-01 01:02:03.123456) Ctrl+Alts1
Name Resolution Year, Day of Year, and Time of Day (1970001 01:02:03.123456)
Zoom Time of Day (01:02:03.123456) Ctrl+Alt+2
Seconds Since 1970-01-01 Ctrl+Alt+3
2hnlhies Seconds Since Beginning of Capture Ctri+Alt+4
CxpandAll Seconds Since Previous Captured Packet Ctrl+Alt+5
Frame Collapse Al Erc Seconds Since Previous Displayed Packet Ctrl+Alt+6
Ether = Colorize Packet List UTC Date and Time of Day (1970-01-01 01:02:03.123456) Ctrl+Alt+7
Inter Coloring Rules... UTC Year, Day of Year, and Time of Day (1970/001 01:02:03.123456)
User Colorize Conversation » UTC Time of Day (01:02:03.123456) Ctrl+Alt+8
Check E Resize Columns Ctrl+Shift+R | @ Automatic (from capture file)
Internals » Seconds
Tenths of a second
Show Packet in New Window Hundredths of a second
& Reload Ctrl+R Milliseconds
ff £f ff ff ff ff 00 00 0|  Miroseconds
@0 3c 00 00 00 @0 ff 11 33  Nanoseconds
dc @2 1f ba 1f b4 00 28 24 Display Seconds With Hours and Minutes

How to do it...

You can choose from the following options:

¢ Date and Time of Day: This will be good to configure when you troubleshoot a
network with time-dependent events, for example, when you know about an
event that happens at specific times, and you want to look at what happens on
the network at the same time.

¢ Seconds Since...: Time in seconds since January 1, 1970. Epoch is an arbitrary
date chosen as a reference time for a system, and January 1, 1970 was chosen for
Unix and Unix-like systems.

¢ Seconds Since Beginning of Capture: The default configuration.
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¢ Seconds Since Previous Captured Packet: This is also a common feature that
enables you to see time differences between packets. This can be useful when
monitoring time-sensitive traffic such as TCP connections, live video streaming,
VolIP calls, and so on when time differences between packets is important.

¢ Seconds Since Previous Displayed Packet: This is a useful feature that can be
used when you configure a display filter, and only a selected part of the captured
data is presented (for example, a TCP stream). In this case, you will see the time
difference between packets, which can be important in some applications.

e UTC Date and Time of Day: Provides relative UTC time.

The lower part of the submenu provides the format of the time display. Change it only if a
more accurate measurement is required.

You can use also Ctrl + Alt + any numbered digit key on the keyboard for the various
options.

How it works...

This is quite simple. Wireshark works on the system clock and presents the time as it is in
the system. By default, you see the time since the beginning of the capture.

Building profiles for troubleshooting

You can configure Wireshark profiles in order to save Wireshark configuration, for example
by setting predefined colors, capture and display filters, and so on. To do so, navigate to
Configuration Profiles from the Edit menu.

Configuration profiles store the following information:

e Preferences, including general and protocol preferences, for example pane sizes,
text size and font, column width, and so on

e Capture filters
e Display filters and display filter macros (see chapter 4, Using Display Filters)
e Coloring rules

e Customized HTTP, IMF, and LDAP headers (see chapter 12, FTP, HITP1, and
HTTP2)

¢ User-defined decodes, for example a decode as a functionality that enables you
to temporarily divert specific protocol dissections
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All profiles are saved in the profiles directory.

Getting ready

Start Wireshark and open a saved file or start a new capture.

How to do it...

To open an existing profile:

1. Click on Profile in the bottom-right of the status bar, and choose the profile you
wish to work with:

(100.0%) * Load time: 0:1.490

Profile: Default

w

v Default
Classic
IP Telephony
MPLS
Mew
Performance

Wireless

Bluetooth

2. Choose Edit | Configuration profiles and choose the profile you wish to work

with:
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M Wireshark - Configuration Profiles

Default
Classic

IP Telephony
MPLS

New
Performance
Il | Wireless
Bluetooth
Classic

() -] @)

[ oram

To create a new profile:

1. Right-click on the profile area in the status bar, in the bottom-right corner of the
Wireshark window, and choose New, or choose Edit | Configuration profiles

and choose New.

2. A new directory will be created in the profiles directory:

A

@@v| . » yoram » AppData » Roaming » Wireshark » profiles » ¢ |

Burn MNew folder

Date medified Type
File folder
File folder
File folder

A

@\J" J v yoram » AppData » Roaming b Wireshark » profiles » Wireless € ]

Organize Include in library = Share with =
-
i Favorites - LELE
Bl Desktop . Bluetooth
&8 Downloads E J Classic
[ Google Drive IP Telephony
B videos . MPLS i
. Performance
A Libraries TCP Peformance
4 Documents I J Wireless I
J‘- Music

-«

Organize » Include in library + Share with +
" =
i Favorites s llName
Bl Desktop || cfilters

4. Downloads £ | colorfilters

[=| Google Drive |

E Videos b

| custom_http_header_fields

| preferences

- Libraries
@ Documents

Burn

New folder
Date modified

01/10/2013 20:36
24/08/2013 18:23
07/07/2013 14:10
29/09,/2013 09:35
01/10,/2013 20:44
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3. In the profile directory, in this example the Wireless profile, we have the
cfilter file, which holds the capture filters; the colorfilters file, which holds
the coloring rules; the custom_http_header_fields, which holds HTTP field
configuration; and the preferences file, which holds the preference
configuration.

How it works...

When you create a new profile, a folder with your profile name is created under profiles
in your personal configuration directory. When you close Wireshark or load another profile,
a file called recent is placed in your new profile directory. This file contains the general
Wireshark window settings, such as visible toolbars, timestamp display, zoom level, and
column widths. If you create capture filters, display filters, and coloring rules while
working in a custom profile, additional files will be created and stored in your custom
profile's directory (cfilters, dfilters, and colorfilters, respectively).

There's more...

As we saw in the previous section, the files that hold the profile parameters are located in
the profile directory. You can of course copy parameters from one profile to another; for
example, in the default performance file, you have these filters:

#4####4# Filter Expressions ########
gui.filter_expressions.label: SIP
gui.filter_expressions.enabled: FALSE
guil.filter_expressions.expr: sip
gui.filter_expressions.label: RTP
gui.filter_expressions.enabled: FALSE
gui.filter_expressions.expr: rtp

If you need one of these filters in another profile, simply copy it to the same file in the
profile directory that you need it in.
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See also

e Specific profiles will be brought up later in the book, in the relevant chapters. A
TCP performance troubleshooting profile will be shown in chapter 11, Transport
Layer Protocol Analysis, a wireless LAN analysis profile in chapter 9, Wireless
LAN, and so on.
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In this chapter, we will cover the following topics:

¢ Configuring capture filters

¢ Configuring Ethernet filters

¢ Configuring host and network filters

¢ Configuring TCP/UDP and port filters

¢ Configuring structured filters

¢ Configuring byte offset and payload matching filters

Introduction

In the first and second chapters, we talked about how to install Wireshark, how to configure
it for basic and smart operations, and where to locate it on the network. In this chapter and
the next one, we will talk about capture filters and display filters.

It is important to distinguish between these two types of filters:

¢ Capture filters are configured before we start to capture data, so only data that is
approved by the filters will be captured. All other data will be lost. These filters
are described in this chapter.

e Display filters are filters that filter data after it has been captured. In this case, all
data is captured and you configure what data you wish to display. These filters
are described in the next chapter.
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Capture filters are based on the t cpdump syntax presented in the
libpcap/WinPcap library, while the display filters syntax was presented
some years later. Therefore, keep in mind that the display and capture
filters have different syntaxes!

In some cases, you need to configure Wireshark to capture only a part of the data that it sees
over the interface:

e When there is a large amount of data running over the monitored link and you
want to capture only the data you care about

¢ When you want to capture data only going into and out of a specific server on a
VLAN that you monitor

¢ When you want to capture data only from a specific application or applications
(for example, you suspect that there is a DNS problem in the network and you
want to analyze only DNS queries and responses to and from the internet)

There are many other cases where you want to capture only specific data and not
everything that runs on your network. When using the capture filters, only predefined data
will be captured and all other packets will be ignored, so you will get only the desired data.

Be careful when using capture filters. In many cases on a network, there
are dependencies between different applications and servers that you are
not always aware of; so, when you use Wireshark with capture filters for
troubleshooting a network, make sure that you don't filter out some of the
connections that causes inaccurate information. A common and simple
example of this is to filter only traffic on TCP port 80 for monitoring
suspected slow HTTP responses, while the problem could be due to a slow
or non-responsive DNS server that is not easily noticeable.

In this chapter, we will describe how to configure simple, structured, byte offset and
payload matching capture filters.

Configuring capture filters

We recommend that before configuring a capture filter, you carefully design what you want
to capture, and prepare your filter for this. Don't forget—what doesn't pass the filter will be
lost.

There are some Wireshark predefined filters that you can use, or you can configure it
yourself as described in the next section.
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Getting ready

To configure capture filters, open Wireshark, and follow the steps in the recipe.

How to do it...

To configure capture filters before starting with the capture, go through the following steps:

1. To configure a capture filter, click on the Capture options button, fourth from the
left, as shown in the following screenshot:

M The Wireshark Network Analyzer

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
dnfeolirRE Res=TF B QRQAQD
(M kool a disp = e

Lany fllba

Capture
options

Welcome to Wireshark

Open
C:\Technical\Wireshark\CAP-PCAP Customers\DNS Brute force tests AUG-2013 ---~

2. The Wireshark - Capture Interfaces window will open, as you can see in the
following screenshot:

=
M Wireshark - Capture Interfaces

—
U‘lterfaces list J
Input | Output | Options r/
Interface = ’ / Traffic Link-layer Header Promiscuous Snaplen (B) Buffer (MB)  Capture Filter

iLocal Area Connection™ 12 1/ Ethernet enabled default 2
> Microsoft: Wireless Network Connection L4 Ethernet enabled default 2
Realtek PCle GBE Family Controller: Local Area Connection  __________ Ethernet enabled default 2
[ > Wireless Network Connection 2 e Ethernet 2

Capture filter
definition

! [] Enable promiscuous mode on all interfaces
Capture filter for selected interfaces: [ | Enter a capture filter -~ 'J [CmuleﬂFﬁ]
([ sert ][ cose J[ hHen |
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3. Mark the interface you want to capture, and in the Capture filter for selected
interfaces fill in the filter expression you want to use (you can verify which
interface is the active one, as described in chapter 1, Introduction to Wireshark
Version 2). As you see in the following screenshot, the filter expression that you
wrote will appear in the interface line. In this example, tcp port http will
capture all packets with TCP port 80:

M Wireshark . Capture Interfaces ? g
[ Input | Output Options
Interface ’ Traffic Link-layer Header Promiscuous Snaplen (B) Buffer (MB)  Capture Filter
 Local Area Connection™ 12 Ethernet enabled 65535 2
» Microsoft: Wireless Network Connection Ethernet enabled 65535
b Realtek PCle GBE Family Controller: Local Area Connection Ethernet enabled 65535
> Wireless Network Connection 2 Ethernet enabled B 2

_—

[#] Enable promiscuous mode on all interfaces Manage Interfaces...
————
Capture filter for selected interfaces: || I tcp port http r"'—-— XN 1 [Conpie EIPFs]
[ st |[ cose ][ Hep

4. After configuring the filter, and making sure the filter box becomes green,

indicating the filter string is a legal one, click on the Start button and the capture

will start.

To configure a predefined filter, see the following steps:

1. To configure a predefined capture filter, choose Capture Filters... from the

Capture menu:

@®
Hiter

Apply a display fi

File Edit View Go Analyze Statistics Telephony Wireless TJools Help
A nm

@ Options... Ctrl+K
1 Start Ctrl+E
B Stop Ctrl+E
' Restart Ctrl+R
[ Capture Filters...
Refresh Interfaces F5
ey

C:\Technical\Wireshark\CAP-PCAP Customers\DNS Brute force tests AUG-2013 --- 001 -
C:\Technical\Wireshark\CAP-PCAP General\Sadash FW Duplicate
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The following window will open:

M Wireshark - Capture Filters ?o=
\ ]
| | Name Filter
‘ Ethernet address 00:00:5e:00:53:00 ether host 00:00:5e:00:53:00
Ethernet type 0x0806 (ARP) ether proto 0x0806
| | No Broadcast and no Multicast not broadcast and not multicast
| |No ARP not arp
IPv4 only ip
| | 1Pt address 192021 host 192021
| |IPv6 only ipb
IPv6 address 2001:db8::1 host 2001:db8::1
| |TCP only tcp
‘ UDP only udp
TCP or UDP port 80 (HTTP) port 80
| |HTTP TCP port (80) tcp port http
‘ 4 m ¢ |
oK [ cancel Help

2. In this window you can add, delete, or copy.

How it works...

The Wireshark - Capture Filters window enables you to configure filters according to
Berkeley Packet Filter (BPF). After writing a filter string, you can click on the Compile BPF
button, and the BPF compiler will check your syntax, and if it's wrong you will get an error
message.

In addition to this, when you type a filter string in the capture filter textbox, if the filter
string is correct, it will become green, and if not, it will become red.

The BPF filter only checks if the syntax is right. It does not check if the condition is correct.
For example, if you type the string host without any parameters, you will get an error and
the string will become red, but if you type host 192.168.1.1000 it will pass and the
window will become green.

BPF is a syntax from the paper The BSD Packet Filter: A New Architecture for
User-level Packet Capture by Steven McCanne and Van Jacobson from the
Lawrence Berkeley Laboratory at Berkeley University from December
1992. The document can be seen at:
http://www.tcpdump.org/papers/bpf-usenix93.pdf
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Capture filters are made out of a string containing a filtering expression. This expression
selects the packets that will be captured and the packets that will be ignored. Filter
expressions consist of one or more primitives. Primitives usually consist of an identifier
(name or number) followed by one or more qualifiers. There are three different kinds of
qualifiers:

e Type: These qualifiers say what kind of thing the identifier name or number
refers to. Possible types are host for hostname or address, net for network, port

for TCP/UDP port, and so on.
e Dir (direction): These qualifiers specify a particular transfer direction to and/or
from ID. For example, src indicates source, dst indicates destination, and so on.

e Proto (protocol): These are the qualifiers that restrict the match to a particular
protocol. For example, ether for Ethernet, ip for internet protocol, arp for
address resolution protocol, and so on.

Identifiers are the actual conditions that we test. Identifiers can be the address 10.0.0.1,
port number 53, or network address 192.168. 1 (this is an identifier for network
192.168.1. 0/24).

For example, in the filter tcp dstport 135, we have:

e dst is the dir qualifier
¢ port is the type qualifier
e tcp is the proto qualifier

There's more...

You can configure different capture filters on different interfaces:

M Wireshark . Capture Interfaces — [
Input | Output | Options
Interface Traffic Link-layer Header Promiscuous Snaplen (B)  Buffer (MB)| Capture Filter
Lecal Avea Comnection’td ] Ethemet enabled  default 2
Wireless Network Connection 2 Ethernet enabled default 2
Microseft: Wireless Network Connection Ethernet enabled default 2 ether host 00:24:6:ab:98:b6
Realtek PCle GBE Family Contreller: Local Area Connection Ethernet enabled default 2 tcp port hitp
] Enable promiscuous mode on all interfaces |Manage Interfaces...|

Capture filter for selected interfaces: [ |’ ter & capture filte ~]
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This can be used when you capture traffic on two interfaces of a device and want to check
for different packets on the two sides.

The capture filters are stored in a file named cfilters in the Wireshark directory. In this
file you will find the predefined filters, along with the filters you have configured, and you
will be able to copy the file to other computers. The location of this directory will change
depending on how Wireshark is installed and on what platform.

See also

e Wireshark's capture filters are based on the t cpdump program. You can find the
reference at: http://www.tcpdump.org/tcpdump_man.html.

* You can also find helpful information on the Wireshark manual pages at:
http://wiki.wireshark.org/CaptureFilters.

Configuring Ethernet filters

When talking about Ethernet filters, we refer to layer 2 filters that are MAC address-based
filters. In this recipe, we will refer to these filters and what we can do with them.

Getting ready

The basic layer 2 filters are:

e ether host <Ethernet host>: To get the Ethernet address

e ether dst <Ethernet host>:To get the Ethernet destination address

e ether src <Ethernet host>:To get the Ethernet source address

e ether broadcast: To capture all Ethernet broadcast packets

e ether multicast: To capture all Ethernet multicast packets

e ether proto <protocol>:To filter only the protocol type indicated in the
protocol identifier

e vlan <vlan_id>: To pass only packets from a specific VLAN that is indicated in
the identifier field
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For negating a filter rule, simply type the word not or ! in front of the primitive. For
example:

Not ether host <Ethernet host>or ! ether host <Ethernet host> will capture
packets that are not from/to the Ethernet address specified in the identifier field.

How to do it...

Let's look at the following diagram, in which we have a server, PCs, and a router, connected
to a LAN switch. Wireshark is running on the laptop connected to the LAN switch, with
port mirror to the entire switch (to VLANT).

The /24 notation in the diagram refers to a subnet mask of 24 bits, that is,
1111121121.211212121.12121212.00000000 inbinary or 255.255.255.0 in decimal:

To Remote
‘/ Offices
Laptop with
Wireshark
- 10.0.0.254/24

00:05:32:ae:dd:c1

\ .
8 =0

- - <
\\ / PC2: 10.0.0.2/24  PC3: 10.0.0.3/24

00:15:99:7f:63:03 00:24:d6:ab:98:b6
€1: 10.0.0.10/24

60:d8:19:c7:8e:73

Follow the instructions in the Configuring capture filters recipe, and configure the filters as
follows:

¢ To capture packets only from/to a specific MAC address, configure ether host
00:24:d6:ab:98:b6.

¢ To capture packets going to a destination MAC address, configure ether dst
00:24:d6:ab:98:bé6.
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¢ To capture packets coming from a source MAC address, configure ether src
00:24:d6:ab:98:b6.

¢ To capture broadcast packets, configure ether broadcast or ether dst
ff:ff:ff:ff:ff: L.

¢ To capture multicast packets, configure ether multicast.

¢ To capture a specific ether type (number in hexadecimal value), configure ether
proto 0800. You can also write ether proto \ip (the backslash is used when
a keyword is used as a value).

How it works...

The way capture filters work with source host and destination host is simple—the capture
engine simply compares the condition with the actual MAC addresses, and passes only
what is relevant.

A broadcast address is an address in which the destination address is all 1s, that is,
ff:ff:ff:£f:£f:ff:ff, therefore, when you configure a broadcast filter, only these
addresses will pass the filter. Broadcast addresses can be:

e Layer 3 IPv4 broadcast that is converted to layer 2 broadcast; for example, IP
packet to 10.0.0.255, which will be converted to layer 2 broadcast in the
destination MAC field

¢ A network-related broadcast; for example, IPv4 Address Resolution
Protocol (ARP), that sends a broadcast as a part of network operation

Network-related broadcasts are broadcasts that are sent for the regular
operation of the network. Among these are ARPs, routing updates,
discovery protocols, and so on.

In a multicast filter, there are IPv4 and IPv6 multicasts:

e In IPv4, a multicast MAC address is transmitted when the MAC address starts
with the string 01:00: 5e. Every packet with a MAC address that starts with this
string will be considered a multicast.

o In IPv6, a multicast address is transmitted when the MAC address starts with the
string 33:33. Every packet with a MAC address that starts with this string will
be considered a multicast.
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Ethernet protocol refers to the ether type field in the Ethernet packet that indicates what
will be the upper layer protocol. Common values here are 0800 for IPv4, 86dd for IPv6, and
0806 for ARP and others. An updated list of ether types can be found at: http://www.iana.

org/assignments/ieee-802-numbers/ieee-802-numbers.xhtml.

There's more...

¢ To configure a filter for a specific VLAN, use vlan <vlan number>

¢ To configure a filter on several VLANs, use vlan <vlan number> and vlan
<vlan number> and vlan <vlan number>...

See also

¢ There are around a hundred ether type codes, most of them not in use. You can
refer to http://www.mit .edu/~map/Ethernet/Ethernet.txt for additional codes,
or simply browse the internet for Ethernet code.

Configuring hosts and network filters

When talking about host and network filters, we refer to layer 3 filters that are IP address-
based filters. In this recipe, we will refer to these filters and what we can do with them.

Getting ready

The basic layer 3 filters are:

e ip or ipé6: To capture IP or IPv6 packets.

e host <host>:To get a hostname or address.

e dst host <host>:To get a destination hostname or address.
e src host <host>:To get a source hostname or address.
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A host can be an IP address or a hostname related to this number. You can
type, for example, a filter host www . packtpub. com that will show you all
packets to/from the IP address related to the Packt website.

® gateway <Host name or address>: Captures traffic to or from the hardware
address but not to the IP address of the host. This filter captures traffic going
through the specified router. This filter requires a hostname that can be found by
the local system's name resolution process (for example, DNS).

e net <net>: All packets to or from the specified IPv4/IPv6 network.

e dst net <net>: All packets to the specified IPv4/IPv6 destination network.

e src net <net>: All packets to the specified IPv4/IPv6 destination network.

® net <net> mask <netmask>: All packets to/from the specific network and
mask. This syntax is not valid for the IPv6 network.

® dst net <net> mask <netmask>: All packets to/from the specific network and
mask. This syntax is not valid for the IPv6 network.

e src net <net> mask <netmask>:All packets to/from the specific network and
mask. This syntax is not valid for the IPv6 network.

® net <net>/<len>:All packets to/from the net network with 1en length in bits.

e dst net <net>/<len>: All packets to/from the net network with len length in
bits.

e dst net <net>/<len>:All packets to/from the net network with len length in
bits.

® broadcast: All broadcast packets.

e multicast: All multicast packets.

® ip proto <protocol code>: Captures packets while the IP protocol field

equals the protocol identifier. There can be various protocols, such as TCP
(code 6), UDP (code 17), ICMP (code 1), and so on.

Instead of writing ip proto and protocol code, you can write ip proto
\<protocol name>, for example ip proto \tcp.
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® ip6 proto <protocol>: Captures IPv6 packets with the protocol indicated in
the type field. Note that this primitive does not follow the IPv6 extension headers
chain.

In an IPv6 header, there is a field in the header that can point to an
optional extension header, which in turn points to the next extension
header, and so on. In the current version, Wireshark capture filters do not
follow this structure.

e icmp[icmptype]==<identifier>: Captures ICMP packets while the identifier
is an ICMP code, such as icmp-echo and icmp-request.

How to do it...

Follow the instructions mentioned in the Configure capture filters recipe, and configure the
filters as follows:

e For capturing packets to/from host 10.10.10. 1, configure host 10.10.10.1.
e For capturing packets to/from host at www.cnn. com, configure host

Www.Ccnn.com.
e For capturing packets to host 10.10.10. 1, configure dst host 10.10.10.1.

e For capturing packets from host 10.10.10. 1, configure src host
10.10.10.1.

e For capturing packets to/from network 192.168.1.0/24, configure net
192.168.1.00rnet 192.168.1.0 mask 255.255.255.0 or net
192.168.1.0/24.

e For capturing all data without broadcasts or without multicasts, configure not
broadcast or not multicast.

e For capturing packets to/from the IPv6 network 2001 : : /16, configure net
2001::/1e6.

e For capturing packets to IPv6 host 2001: : 1, configure host 2001::1.
e For capturing only ICMP packets, configure ip proto 1.

e For filtering only ICMP echoes (pings) you can use ICMP messages or message
codes. Configure icmp [icmptype]==icmp-echo or icmp [icmptype]==8.
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How it works...

For host filtering, when you type a hostname, Wireshark will translate the name to an IP
address and capture packets that refer to this address. For example, if you configure a filter
host www . cnn. com, it will be translated by a name resolution service (usually DNS) to an IP
address, and will show you all packets going to and from this address. Note that in this
case, if the CNN website forwards you to other websites at other addresses, only packets to
the first address will be captured.

When writing icmp [icmptype], it checks the ICMP type field in the ICMP header. icmp-
echo has the code 8, and therefore you can write icmp [icmptype]==icmp-echo or
icmp[icmptype]==8.

There's more...

Some more useful filters:

e ip multicast:IP multicast packets
e ip broadcast: IP broadcast packets

e ip[2:2] == <number>:IP packet size (bytes 3 and 4 of the IP header)
e ip[8] == <number>: TTL value (byte 9 of the IP header)
e ip[12:4] = ip[16:4]:IP source equal to IP destination address (bytes 13-16

are equal to bytes 17-20)
e ip[2:2]==<number>: Total length of IP packet (bytes 3 and 4 equals <number>)
e ip[9] == <number>: Protocol identifier (byte 10 equals number)
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These filters are further explained in the Configuring byte offset and payload matching filters
recipe at the end of this chapter. The principle, as illustrated further, is that the first number
in the brackets defines how many bytes there are from the beginning of the protocol header,
and the second number indicates how many bytes to watch:

S T T T T T PO R B U R
12Bytes | | i i ,——‘——1 ———t————  ip[12:4]==192.168.1.1>
| : 1Byte ’ D?stinétion IP ad:?ress ?qual ;152.]:63.1.I1
? Bv‘te‘s _.‘: ip[8:1] ==1 2 TTLvalue equal 1 ‘
\
Total F| Frag. DestinationIP “ \
VER | IHL Length Packet ID Ll offset TTL | Pro H.CS Source IP Address Address \ \\ Data
1 Byte

e For more filters, refer to the t cpdump manual pages at:
http://www.tcpdump.org/tcpdump_man.html

Configuring TCP/UDP and port filters

In this recipe, we will present layer 4 TCP/UDP port filters and how we can use them with
capture filters.

Getting ready

The basic layer 4 filters are:

e port <port>: When the packet is a layer 4 protocol, such as TCP or UDP, this
filter will capture packets to/from the port indicated in the identifier field

e dst port <port>: When the packet is a layer 4 protocol, such as TCP or UDP,
this filter will capture packets to the destination port indicated in the identifier
field

e src port <port>: When the packet is a layer 4 protocol, such as TCP or UDP,
this filter will capture packets to the source port indicated in the identifier field
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The port range matching filters are:

® tcp portrange <pl>-<p2>o0rudp portrange <pl>-<p2>:TCP or UDP
packets in the port range of p1 to p2

® tcp src portrange <pl>-<p2>o0rudp src portrange <pl>-<p2>:TCP or
UDP packets in the source port range of p1 to p2

e tcp dst portrange <pl>-<p2> orudp src portrange <pl>-<p2>:TCP
or UDP packets in the destination port range of p1 to p2

In addition to these filters, the following TCP flags can be used:

e tcp-urg: Used for TCP urgent pointer flag

e tcp-rst: Used for TCP reset pointer flag

e tcp-ack: Used for TCP acknowledgment pointer flag
e tcp-syn: Used for TCP sync pointer flag

e tcp-psh: Used for TCP push pointer flag

e tcp-fin: Used for TCP finish pointer flag

How to do it...

Follow the instructions in the Configuring capture filters recipe and configure filters as
follows:

¢ To capture packets to port 80 (HTTP), configure dst port 80 or dst port
http

¢ To capture packets to or from port 5060 (SIP), configure port 5060
e To capture all TCP packets that starts a connection (all packets with syn=1),

configure tcp-syn != 0
¢ To capture the start (syn flag) and end (£in flag) packets of all TCP connections,
Conﬁguretcp[tcpflags] & (tcp-synl|tcp-£fin) != 0
Intcp[tcpflags] & (tcp-synl|tcp-fin) != 0,itisimportant to note

that this is a bitwise AND operation, not a logical AND operation. For
example, 010 or 101 equals 111, and not 000.
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e To capture all TCP packets with the rst (reset) flag set to 1, configure
tcpltcpflags] & (tcp-rst) !'= 0
¢ Length filters are configured in the following way:
e less <length>: Captures only packets with a length less than or
equal to the length identifier. This is equivalent to 1en <=
<length>.

e greater <length>:Captures only packets with a length greater
than or equal to the length identifier. This is equivalent to <len >=
length>.

For example:

e tcp portrange 2000-2500
e udp portrange 5000-6000

Port range filters can be used for protocols that work for a range of ports rather than specific
ones.

How it works...

Layer 4 protocols, mostly TCP and UDP, are the protocols that connect between end
applications. The end node on one side (for example, a web client) sends a message to the
other side (for example, a web server), requesting to connect to it. The codes of the
processes that send the request and the processes that receive the request are called port
numbers. Further discussion on this issue is provided in chapter 11, Transport Layer
Protocol Analysis.

For both TCP and UDP, the port numbers indicate the application codes. The difference
between them is that TCP is a connection-oriented, reliable protocol, while UDP is a
connectionless, unreliable protocol. There is an additional layer 4 protocol called Stream
Control Transmission Protocol (SCTP), that can be referred to as an advanced version of
TCP, which also uses port numbers.

TCP flags are sent in packets in order to establish, maintain, and close connections. A signal
is set when a specific bit in the packet is set to 1. The most common flags that are in use are:

e syn: A signal sent in order to open a connection

e fin: A signal sent in order to close a connection
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e ack: A signal sent to acknowledge received data
e rst: A signal sent for immediate close of a connection

¢ psh: A signal sent for pushing data for processing by the end process
(application)

Using capture filters, you can filter packets to/from specific applications, along with
filtering packets with specific flags turned on.

We talked about the filter tcp[tcpflags] & (tcp-syn|tcp-fin) !=
0, and we saw that we use & and not the more common operator &&. The
difference is that when we write & or |, these are bitwise operators, that is,
the result is calculated bit by bit and not on the entire field.

There's a funny thing here. If you try, for example, the filter tcp [tcpflags] & (tcp-
rst) == 1, it will come up with no results. This is because the preceding Wireshark filter is
instructing to perform a Boolean AND operation of tcpflags with 11111111 and check if
the result is 1. TCP packet with rst flag set to 1 will be 00000010. S0 00000010 AND
11111111 will resultin 00000010 which is not equivalent to 1.

On the other hand, when we write tcp [tcpflags] & (tcp-rst) != 0, we perform a
bitwise AND between 00000010 and 11111111, and the result is again 00000010, which is
not equal to 0, as configured.

There's more...

Some problematic scenarios (mostly attacks) are:

e tcp[13] & 0x00 = 0:No flags set (null scan)
e tcp[13] & 0x01 = 1:fin setand ack not set
e tcp[13] & 0x03 = 3:synsetand fin set
e tcp[13] & 0x05 = 5:rst setand fin set
e tcp[13] & 0x06 = 6:synsetand rst set
e tcp[13] & 0x08 = 8:psh setand ack not set
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In the following diagram, you can see how it works. tcp [13] is the number of bytes from
the beginning of the protocol header, when the values 0, 1, 3, 5, 6, and 8 refer to the flag
locations:

UL T R R Y. A
13Bytes | : : : r—*—\ = 3 3
‘ Ytl : ; ; __g[13] == <Number> | N
| | | | | | AR
Src. Port | Dst.Port | S Mtz || Attt ™ | pm || T | e urgent | || . Dat
Src. Pol Dst. Po equence Number cknowledge Number | R | Flgs o ecksum | o o \Yp 5. ata
: : b T~ ! : : | RN
; S R
1Byte — ~

Flag |Cwr | Ecn |Urg | Ack |Psh | Rst | Syn | Fin

Binary value |1zs|s4‘3z‘1s|s|4|z‘1|

‘128| 64 | 32 | 16 ‘ 8 | 4 ‘ 2 | 1 ‘ tcp[13] & Ox00 = no flags set
|128 [ 6a [32 | 16 |

]

tcp[13] & 0x01 = (1) FIN set and ACK not set

|1zs | 64 \ 32 \ 16 | 8 tcp[13] & 0x03 (1+2) = SYN set and FIN set

|128 [ 64 [ 32 [ 16 | tep[13] & Ox05 = (1+4) RST set and FIN set

-]

‘123| 64 | 32 | 16 ‘ 8 tcp[13] & Ox06 = (2+4) SYN set and RST set

|1zs|s4\az\1s-4|z

tcp[13] & 0x08 = (8) PSH set and ACK not set

See also

¢ A deeper description of UDP and TCP is provided in chapter 11, Transport Layer
Protocol Analysis

Configuring compound filters

Structure filters are simply made for writing filters out of several conditions. It uses simple
conditions, such as NOT, AND, and OR for creating structured conditions.

Getting ready

Structured filters are written in the following format:

[not] primitive [and|or [not] primitive ...]
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The following modifiers are commonly used in Wireshark capture filters:

e ! Or not
® && Or and

® || Ooror
For bitwise operators, use:

¢ & for AND operation
e | for OR operation

How to do it...

To configure structured filters, you simply write the conditions according to what we
learned in the previous recipes, with conditions to meet your requirements.

Some common filters are:

e For capturing only unicast packets, configure not broadcast and not
multicast

e For capturing HTTP packets to www.youtube. com, configure host
www.youtube.com and port 80

e For a capture filter for telnet that captures traffic to and from a particular host,
configure tcp port 23 and host 192.180.1.1

e For capturing all telnet traffic not from 192.168.1.1, configure tcp port 23
and not src host 192.168.1.1

¢ To capture packets to port 80 (HTTP) on servers 216.58.209.68 and

216.58.209.69,C0nﬁgure((tcp) and (port 80) and ((dst host
216.58.209.68) or (dst host 216.58.209.69)))

How it works...

Some examples for structured filters:

e For capturing data to TCP port 23 (telnet) from a source port range of 5000-6000,
Conﬁguretcp dst port 23 and tcp src portrange 5000-6000
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There's more...

Some interesting examples are as follows:

® host www.mywebsite.com and not (port xxx or port yyy)
e host 192.168.0.50 and not tcp port 80
e ip host 10.0.0.1 and not udp

See also

® http://www.packetlevel.ch/html/tcpdumpf.html
® http://www.packetlevel.ch/html/txt/tcpdump.filters

Configuring byte offset and payload
matching filters

Byte offset and payload matching filters provide us with flexible tools for configuring self-
defined filters (filters for fields that are not defined in the Wireshark dissector and filters for
proprietary protocols). By understanding the protocols that we work with and
understanding their packet structure, we can configure filters that will watch a specific
string in the captured packets, and filter packets according to it. In this recipe, we will learn
how to configure these types of filters, and we will also see some common and useful
examples of the subject.

Getting ready

To configure byte offset and payload matching filters, start Wireshark and follow the
instructions in the Configuring capture filters recipe at the beginning of this chapter.
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String matching filters check a specific string in the packet header. We can configure them
in two ways:

® proto [Offset:bytes], where offset is the number of bytes from the
beginning of the protocol header. For example, ip[8:1] checks byte number 9 of
the IP header, and tcp[8:2] checks bytes 9-10 of the TCP header.

e Proto [byte], where the byte indicates the byte number to check from the

beginning of the protocol. For example, ip[8] will also check byte number 9 of
the IP header.

With this filter, we can create filters for strings over IP, TCP, and UDP. For payload
matching filters, remember also that:

e proto[x:y] & z = 0:This matches bits set to 0 when applying mask z to
proto[x:y]

e proto[x:y] & z !=0:Some bits are set to 1 when applying mask z to
proto[x:y]

e proto[x:y] & z = z:Allbits are set to z when applying mask z to
proto[x:y]

e proto[x:y] = z:proto[x:y] has the bits set exactly to z

How to do it...

1. For IP string-matching filters, you can create the following filter:
ip [Offset:Bytes]

2. For matching application data (that is, to look into the application data that is
carried by TCP or UDP), the most common uses of it are:

tcp[Offset:Bytes]
//0Or

udp [Offset:Bytes]
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How it works...

The general structure of an offset filter is:

proto [Offset in bytes from the start of the header : Number of bytes to

check]
Common examples for string matching filters are:

e For filtering destination TCP ports between 50 and 100, configure (tcp[2:2] >
50 and tcp[2:2] < 100).Here we count two bytes from the beginning of the

TCP header, and check the next two bytes are lower than 100 and higher than 50:

Zthes

2 B | ‘ L I
vtes r___i___1 hcn[z 2]>50andtcn[22]<1uu) ' ' ! ' ! ' ! ! ! S ! W\
1 H 1 H H H Vo AN
i \ \
Source Destinati H Window Urgent
Port on Port Sequence Number | Acknowledge Number N R|Flgs o Checksum - \\‘(IJp‘ts. \\I?ata
I ‘ : ! : : i ! ! ' ! i i i i | ] A | iR

-
1 Byte

e For checking a TCP window size smaller than 8192, configure tcp[14:2] <
8192. Here we count two bytes from the beginning of the TCP header, and check

the next two bytes (the window size) are less than 8192:

2 Bytes

14 B | | | | : : :
Bytes L L L M wenaojesiz \
= =n1 Y
Source Deastinati H Window Urgent \\
Port on Port Sequence Number | Acknowledge Number L R| Flgs Siza Checksum Pointar \\Ppts \I\II\Jata
| | | ] ] | | | | | ] ] ] | | | A\ i R

-
1 Byte
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e For filtering only HTTP GET packets, configure port 80 and tcp[ ((tcp[12:1] &
0x£0) >> 2):3] = 0x474554.Here, tcp[12:1] & 0xf0) >> 2 gives out the
TCP header length. Right after it, go and check the strings G, E, T (that is, the
HTTP GET command) which have the hex values 47, 45, 54 in the packet bytes
pane just after the TCP header.

There's a nice string-matching capture filter generator at: http://www.wireshark.org/
tools/string-cf.html.

There's more...

You can see additional filters in the t cpdump main pages:

e To print all IPv4 HTTP packets to and from port 80 (that is, to print only packets
that contain data, not, for example, syn, £in, or ack-only packets), configure the
filter: tcp port 80 and (((ip[2:2] - ((ip[0]&0xf)<<2)) -
((tcpl12]&0x£0)>>2)) != 0)

e To print the start and end packets (the syn and fin packets) of each TCP
conversation that involves a nonlocal host, configure tcp [tcpflags] & (tcp-
syn|tcp-fin) != 0 and not src and dst net localnet

¢ To print IP broadcast or multicast packets that were not sent via Ethernet
broadcast or multicast, configure ether [0] & 1 = 0 and ip[16] >= 224

¢ To print all ICMP packets that are not echo requests/replies (that is, not ping
packets), configure icmp [icmptype] != icmp-echo and icmp[icmptype]
!= icmp-echoreply

See also

o Thereis a string calculator at nttp://www.wireshark.org/tools/string-
cf.html. It doesn't always provide working results, but it might be a good place
to start.

¢ Another interesting blog can be found at:
http://www.packetlevel.ch/html/txt/byte_offsets.txt.
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Using Display Filters

In this chapter, you will learn about:

¢ Configuring display filters

¢ Configuring Ethernet, ARP, host, and network filters
e Configuring TCP/UDP filters

¢ Configuring specified protocol filters

¢ Configuring substring operator filters

¢ Configuring macros

Introduction

In this chapter, we will learn how to work with display filters. Display filters are filters that
we apply after capturing the data (filtered by capture filters or not), and when we wish to
display only a part of the data.

Display filters can be implemented in order to locate various types of data:

e Parameters, such as IP addresses, TCP or UDP port numbers, URLSs, or server
names

¢ Conditions, such as packet lengths shorter than TCP port ranges

e Phenomena, such as TCP retransmissions, duplicate ACKs and others, various
protocol error codes, flag existence, and so on

e Various applications parameters, such as Short Message Service (SMS) source
and destination numbers, Server Message Block (SMB), Simple Mail Transfer
Protocol (SMTP), server names, and so on
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Any data that is sent over the network can be filtered, and once filtered, create statistics and
graphs according to it.

As we will describe in the recipes in this chapter, there are various ways to configure
display filters, from predefined menus, the packet pane, or by writing the syntax directly.

display filters only decide what to display. Therefore, after filtering data,
the capture file still contains the original data that was captured. You may

8 When using display filters, don't forget that all the data was captured, and
later save the whole data or only the displayed data.

Configuring display filters

In order to configure display filters, you can choose one of several options:

Choosing from the filters menus.

Writing the syntax directly into the filter window (after working with Wireshark
for a while, this will become your favorite).

Picking a parameter in the packet pane and defining it as a filter.

With the command line, using t shark or wireshark. This will be discussed in
the appendix.

This chapter discusses the first three options.

Getting ready

In general, a display filter string takes the form of a series of primitive expressions
connected by conjunctions (and | or and so on) and optionally preceded by not:

[not] Expression [and|or] [not] Expression...
While:

e Expression can be any filter expression such as ip.src==192.168.1.1 (for
source address), tcp. flags.syn==1 for TCP sync flag presence,
tcp.analysis.retransmission for TCP retransmissions, and so on

e and| or are conjunctions that can be used in any combination of expressions,
including brackets, multiple brackets, and any length of string
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The conditions can be one of the following;:

C-like .
Shortcut Description Example
syntax
ip.addr == 192.168.1.10r ip.addr
== e
d Equal eq 192.168.1.1
!lip.addr==192.168.1.10r ip.addr !=
= ne Not equal 192.168.1.10r ip.addr ne
192.168.1.1
> gt Greater than frame.len > 64
< 1t Less than frame.len < 1500
>= ge Greater than or frame.len >= 64
equal to
<= le Less than or equal to|frame.len <= 1500
Is present Aparameter 15 http.response
present
contains Contains a string http.host contains cisco
matches A str%n.g matches the http.host matches www.cisco.com
condition

You can insert a space character between parameter operators or leave it without spaces.

Wireshark colors the display filter area in yellow whenever you use the !=
operator for combined expressions such as eth.addr, ip.addr,
tcp.port, or udp.port, but this will not work because when you type a
filter expression such as ip.addr != 192.168.1.100 it must be read, as
the packet contains the field ip.addr with a value different from
192.168.1.100. Because an IP datagram contains both a source and a
destination address, the expression will evaluate to true whenever at least
one of the two addresses differs from 192.168.1.100. For this reason,
you should write ! (ip.addr == 192.168.1.100), thatis, it displays all
the packets for cases where the ip.addr field having the value of
1.2.3.4isnot true.
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Operators can be as follows:

C-like Shortcut | Description |Example
syntax
ip.src==10.0.0.1 and tcp.flags.syn==1 all
10.0.0.1
&8 and Logical AND SYN flags sent from IP address 10.0.0

practically—all connections opened (or tried to be
opened) from 10.0.0.1

ip.addr==10.0.0.1 or ip.addr==10.0.02all

: °r Logical OR packets going in or out the two IP addresses

not arp and not icmp all packets that are neither

! t '
no Logical NOT ARP nor ICMP packets

How to do it...

For configuring display filters, you can choose one of the preceding methods mentioned.
To use the filters menu, do the following:

1. For choosing from the filters menu, go to the display filter pane at the top of the
window and click on the Expression... button as you see in the following image:

4 Capturing from Microsoft: Wireless Network Connection C=aRairm X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
CORC XE Re==2F iEEaaQH
(W [ip.addr1=10.0.0.4 D ~| expression... | + TCPZ-WIN TCPRETR
No. Time Source Degihation g
4691 ©.004607 10.0.0.4 92.168.1.18
4692 ©.577876 le.0.0.4 192.168.1.18
4693 1.266229 -N-W  Toopendisplay [EZAEt-Iopwl-kR k¥
4694 ©.000221 W filters menuclick |[PAIR:Y: X i 2

A~ - ANA AN AN N here AN ARE ARFPE APFRA
4 m

[103 ]



Using Display Filters

Chapter 4

2. When you click the Expression... button, the following window will open:

—
~ -
-

s
M Wireshark . Display Filter Expression

, S

e —

Field Name

Relation

» 104apci - IEC 60870-5-104-Apci

> 104asdu - [EC 60870-5-104-Asdu

» 1722A - IEEE 17223 Protocol
29West . 20West Protocol

“ > 3COMXNS - 3Com XNS Encapsulation
b 3GPP2 A11.3GPP2 A1l
> 6LoWPAN - IPv6 over IEEE 802.15.4
> 802.11 Radio - 802.11 radic information
| » 802.11 Radiotap - [EEE 802,11 Radiotap Capture header
| > B02.11 RSNA EAPOL . IEEE 802,11 RSNA EAPOL key
802.3 Slow protocols - Slow Protocols
Il | > op.Pland
I » A21 . A21 Protocol
AALL . ATM AALL
AALS/M - ATM AALS/4
> AARP - Appletalk Address Resolution Protocol
> AASP . Aastra Signalling Protocol
> A-bis OML - GSM A-bis OML

2dparityfec - Pro-MPEG Code of Practice #3 release 2 FEC Pr..

is present

contains
matches

Value

Predefined Values

Range (offset:length)

There are four important panes in the Display Filter Expression window:

e Field Name: In this window, you configure the filter parameter. You can scroll
down by typing the protocol name, and get to the protocol parameter by clicking
on the (+) signs at the left of the list.

Example 1

Type the letters ipv4 to get to the IPv4 protocol, click on the (+) sign to see
the protocol parameters (or click on Enter twice), and choose ip.addr to
filter a specific IP address.

Example 2

Type the letters tcp to get to the TCP protocol, click on the (+) sign to see
the protocol parameters, and choose tcp.port for source or destination
port number.
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¢ Relation: This is the pane that you choose the operator from. You can choose ==
for equal, ! = for not equal, and so on.

Example 3

Type the letters sip to get to the SIP protocol, choose sip.Method, and
from the Relation window choose ==. In the value window, type invite.
This will filter all SIP invite methods.

¢ Value: Here, you choose the value of the field that you chose before.

Example 4

Type the letters t cp to get to the TCP protocol, click on the (+) sign to see
the protocol parameters, choose tcp. flags.syn for a TCP SYN flag, and
in the Value field choose 1.

¢ Predefined values: When the value of the field you chose is not Boolean, there
might be a list of options in this field.

Example 5

Under TCP, there is a field tcp.option_kind. This option relates to TCP
options (for more details go to chapter 11, Transport Layer Protocol
Analysis). You will get a list of the values that are possible here.

e Search: A search mechanism that enables you to search for filter expressions. In
the search box you should write exactly what you are looking for. You can see it,
for example, in the following screenshot—when you search for ip fragment, it
brings up OpenFlow and Cisco NetFlow expressions:

— =
M Wireshark - Display Filter Expression - M

Field Name Relation

i f/ 4 CFLOW - Cisco NetFlow/IPFIX is present
cflow.ip_fragment_flags - IP Fragment Flags ==

4 openflow_vl - OpenFlow 1.0 =
openflow.ip_reasm - Can reassemble IP fragments >

4 openflow_v4 . OpenFlow1.3 <

| epenflow_vd.switch_config.flags.fragments . IP Fragments >=

4 openflow_v5 . OpenFlow 1.4 “=

A openflow_v5.switch_config.flags.fragments . IP Fragments

y Y — LN PP
—_— TS T
1 I — RENGE [OIseLlengt

o O —

ip.fragment
Click OK to insert this fiker

[105 ]



Using Display Filters Chapter 4

When writing ipv4 fragment it will show what we need, that is, IPv4 fragments,
as you can see in the following screenshot:

-
M Wireshark - Display Filter Expression le 2 =
Field Name Relation
4 [Pv4 . Internet Protocol Version 4 is present
ip.fragment - IPv4 Fragment ==
ip.fragments - IPv4 Fragments I=
>
r 3
<
>=
<=
Vsl e (Erams b, _
- — [ Range (offset:length)

G —

ip.fragment
Click OK to inserr this fiker

Loox J[ ool [ rep |

Writing the syntax directly into the filter window is performed as follows:

1. After you get used to the display filters syntax, you might find it easier to type
the filter string directly into the filter window, as you see in the following
screenshot:

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

mae RE Re==F sEFEaaaH

[i“‘—.;\;\ y a display fiter ... <Ctrl-/>

m Time Source

©.493592 10.0.0.4 54.2 Qa0 .202
D ,.002078 ol 49,202 1@ 3. Select from
4. Manage 1. Addfilter |49 292 10 | previously used filters
roziliiee SXpTesSon _lag.2d 2. applyfilter ).0.0.4
62 ©.000361 54.231.49.2¢ string .0.0.4
63 1.446560 SamsungE_8a:a5:fa Broadcast

']E)q:resdm... + TCP-Z-WIN TCP-RETR

De: o N
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2. In this case, when you write a filter string into the window, the window will light

up in one of the following three colors:
e Green: This is when the filter is correct and you can apply it.
¢ Red: This is a wrong string. Fix the string before you apply it.
¢ Yellow: Whenever you use the ! = operator, the display filter area will
become yellow. It doesn't mean your filter will not work—it is just a
warning that it may not work.
To apply the filter, click on the right arrow to the right of the filter string window,
or use Enter.
To choose from previously-defined filters, use the scroll-down to the right of the
apply arrow.

To configure filter preferences and filter expressions, click on the symbol to the
left of the filter window, as you can see in the following screenshot:

Eile Edit View Go Capture Analyze Statistics Tele
1 @ == CE g O
) RE QRe==Z¢ & — —
tream Ethernet address 00:00:5¢:00:53:00 | eth.addr == 00:00:5e00:53:00
| . | E_'.:;g = 20 Ethernet type (n0B05 [ARF) eth.type == ({806
Save this filter Ethernet broadcast eth.addr == i FA-HA
]—‘—. Mo ARP ot ap
- - 1P anly ;
Manage Display Filters P ::drr:: 192021 :ﬁm == 192021
; : | 1P adidress isn't 192021 I= for this]) |(ip.addr == 192.0.2.
Manage FIRQf Emmslﬂﬂs i :“h'rris ism't (don't use it thiis) ipf; r )
[P address 2000 :4b8::1 ipw.addr == 2001:4b8::1
Ethernet address 00:00:5e:00:53:00: eth.addr == 00:0:5e:00:5 ?:pwb' ipx
anity tep
806 P): eth. == 00806 I |uee only ud
SETEHEREL LEIERETS Hen-DNS !cu:p.pm==53|| tep.port == 53)
Ethernet broadcast: eth.addr == ff:Ff:F:f:FfFF i TCP e NP noe i A (TR tonpart == B lLuinonet == 80
Ly | No ARP: not arp HE = !
IPvé only: ip [ J[ coxa [[ reo |
= r =
P address 10202 s e )
IPvd address isn't 192.0.2.1 (do
[l - 4 Appesiance
IPv6 only: ipv Layout Enabled Button Label Filter Expression
[ 4 TCR-Z-WIN tep.an 2ero_window
IPvE address 2001:db8::1: ipvé. ;:Imu:‘:,:cm,m 4 TCP-RETR k:.:n:fywm.l:lf.roammlsmn
IPX only: ipx e —— o
Mame Besalution || ————————
i S —
| ®ER
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6. Choosing Manage Display Filters enables you to add filters for future use (for
example, for specific profiles).

7. Choosing Manage Filter Expressions enables you to add filter expressions that
will appear to the right of the filter window, for more convenient usage of them.

Using the packet pane and defining it as a filter is as follows:

This is a very convenient option. You can choose any field from the packet detail pain in the
captured file, right-click it, and you will get the following options, as illustrated in the
following screenshot:

Ll4/ v.>owuvo/s 24.£51.45.100 1v.v.9.4 [ =L &g = 44..,
2148 ©.011471 54.231.48.168 10.0.0.4 TCP 506 [TCP se.. -
Frame 2146: 213 bytes on wire (1704 bits), 213 bytes captured (1704 bits) on int*
Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), Dst: D-LinkCo_16:89:78
Internet Protocol Version 4, Src: 10.0.0.4, Dst: 54.231.48.160

Transmission Control Protocol, Src Port: 44844 (44844), Dst Port: 80 (80), Seq:

+« Hypertext Transfer Protocol
+ GET /current.xml?id=11bafb5b-6119-4232-ad33-c683f1237c92 HTTP/1.1\r\n I

Expert Info (Chat/Sequence): GET /current.xml?id=11bafb5b-6f19-4232-ad33-c6&
Request Method: GET

Request URL: /Jcurrent. o SRR 433 c683F1237¢92

. Expand A" C- Ctrl+Right
Request Version: HTTP/| ., L ), - i
M

34 o8 o4 -~ ...s..E.

ee c7 42 Apply 2s Filter Selected [ 6.

2626 30 a0 af Prepare a Filter : Not Selected ...
@030 41 3a 38 db @@ @e g . - " | roee i /eurre
2040 6e 74 2e 78 6d 6¢ 3f . e | d=11bafb
35 62 2d 36 66 31 39 R 4232-ad3

- - Copy » ..0f not Selected i o

The options are:

e Apply as Filter: This will set a filter according to the field you chose, and apply it
to the capture data.

¢ Prepare a Filter: This will prepare a filter, but not apply it. It will be applied
when you click the Apply button on the right-hand side of the filter window.

In both options, you can choose to configure a filter:

e Selected: This will choose the selected field and parameter
¢ Not selected: This will choose the not selected fields and parameters
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For example, right-clicking on the http.request .method field and choosing Selected will
show the filter string http.request.method == GET, while choosing Not selected will
show the string ! (http.request.method == "GET").

You can also choose the options and selected, or selected, and not selected, and or not
selected for structured filters.

How it works...

The display filters are a proprietary Wireshark language. There are many places that
display filters can be used, which will be discussed in following chapters when we talk
about protocols. Additional filters will be discussed in following recipes in this chapter.

You can always use the autocomplete feature to complete filter strings. For example, if you
type in tcp. £ as shown in the following screenshot, the autocomplete feature lists possible
display filter values that could be created beginning with tcp. £, that is, TCP flags (SYN,
FIN, RST, and so on):

M Test 001 - 10-APR-2016.pcapng Y
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools
ds 2@ LhRBRes=FsEBRQAQAHE
Mepf < | X -]
No tep.fin_twJransmission Source Destination
= tep.flags
€ tcp.flags.ack ©.0.0.0 10.10
flags.
€ repfiage.ecn ©.0.0.0 172.3
tep flags.fi
g tepfags i ©.0.0.0 172.3
g tcp-flags.push OGN 10.10
tcp.flags.res
£ tep.flags.reset ©.0.0.0 10.10
€ e 88.198.11.40 10.10
tep flags.urg 10.1©0.10.185 88.19
674 ©.020224 Vmware_ba:22:1c Broad
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There's more...

Some additional helpful features include the following:

e What is the parameter we filter?

e Any time you mark a specific field in the packet details pane, you
will see the correlating filter string in the status bar, at the lower-
left corner of Wireshark:

Frame 1: 76 bytes on wire (608 bits), 76 bytes captured (608 bits) on inter”
s+ Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), Dst: SamsungE_35:«¢
[Destination: SamsungE_35:d6:1e (5c:@a:5b:35:d6:1e)| E
Source: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73)
Type: IPv4 (©xe8ee)
Internet Protocol Version
C-BlSc @a S5b 35 d6 1ej]
20 3e 56 10 9@ e Be
eb 9f 73 ce 9¢c 65 @0
4e dl e4 df 53 8e 2f

O }‘I Destination Hardware Address (eth.dst), 6 bytes

, Src: 192.168.43.191, Dst: 157.55.235.159

19 c7 8e 73 68 @2 45 ce | WEMN . ...s..E. -
6F 60 c@ a8 2b bf 9d 37 .>V..... 0 .. 4.7

8
1
a ea 59 de ff €2 1la 33 fd L.5..8.F Y.L L3,
f 4f a6 ©f ba 54 ¢3 7b fe N...S./0 O0...T.{. -

Packets: 8685 ' Displayed: 8685 (100.0%) - Load time: 0:1.811|| Profile: Default

¢ Adding a parameter column:

* You can also right-click a parameter in the packet pane. Right-click
it and choose Apply as Column. This will add a column with the
specific parameter. For example, you can choose
the tcp.window_size_value parameter and add it as a column to
the packet list pane, so you will be able to watch the TCP window
size online (this influences TCP performance, as we will learn in
Chapter 11, Transport Layer Protocol Analysis).

Configuring Ethernet, ARP, host, and
network filters

In these recipes, we will discuss how to configure layer 2-3 filters, that is, Ethernet-based
and IP-based filters. We will also discuss Address Resolution Protocol (ARP) filters.
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Getting ready
In layer 2, we will configure Ethernet-based filters, while in layer 3 we will configure IP

filters. For Ethernet, we have filters based on the Ethernet frame and MAC address, while
for IP we have filters based on the IP packet and addresses.

Common frame delta filters include the following;:

e frame.time_delta: For the time delta between the current and previous
captured frame (will be used in statistical graphs, in chapter 6, Using Advanced
Statistics Tools)

e frame.time_delta_displayed: For the time delta between the current and
previous displayed frame (will be used in statistical graphs, in chapter ¢, Using
Advanced Statistics Tools)

Since the time between frames can influence TCP performance
significantly, we will use the frame.time_delta parameters in statistical

graphs for monitoring TCP performance.

Common layer 2 (Ethernet) filters include the following;:

e eth.addr == <MAC Address> for displaying a specific MAC address

e eth.dst == <MAC Address> or eth.src == <MAC Address> for source or
destination MAC addresses

e eth.type == <Protocol Type (Hexa)> for Ethernet protocol types

Common ARP filters include the following;:

e arp.opcode == <value> for ARP requests/responses
® arp.src.hw_mac == <MAC Address> for ARP sender

Common layer 3 (IP) filters include the following;:

e ip.addr == <IP Address> for source or destination IP address

® ip.dst == <IP Address>oOr ip.src == <IP Address> for source or
destination IP addresses

e ip.ttl == <value>orip.ttl < value>orip.ttl > <value> for IP Time-

to-Live (TTL) values
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e ip.len =

length values

<value>orip.len > <value>orip.len < <value> for IP packet

e ip.version == <4/6> for IP protocol version (version 4 or version 6)

How to do it...

In this section, we will see some common examples of layer 2/layer 3 filters:

Address
format Syntax Example
eth.addr ==
XX IXXIXXIXX XX 1 XX eth.addr == 00:50:7f:cd:d5:38
where xis 0 to £
Ethernet eth.addr == XX—XX—XX—XX—
(MACQ) XX—XX eth.addr == 00-50-7f-cd-d5-38
address where xis 0 to £
eth.addr ==
XXXX . XXXX . XXXX eth.addr == 0050.7fcd.d538
where xis 0 to £
Broadcast Eth.addr ==
MAC address |ffff.ffff. ff££
IPv4 host ip.addr == x.xX.x.X
. Ip.addr == 192.168.1.1
address where x is 0 to 255 bracar
. ip.addr == 192.168.200.0/24
IPv4 network |ip.addr == x.x.x.x/y };1 L th K
address where x is 0 to 255, y is 0 to 32 (all addresses in the networ
/ 192.168.200.0 mask 255.255.255.0)
ipv6.addr ==
XiXIXIXiXiXi1X:iX .
IﬁithH ipv6.addr == X::X:X:X:X ;pgg'agg b_é 5 D12 :e6e
address where in the format of nnnn, n eev:igoabidcae:a Febe
is 0 to £ (hex)
IPv6 net K ipv6.addr == x::/y ipv6.addr == fe80::/16
VO NEtwor where x is 0 to £ (hex), y is 0 to | (all addressees that start with the 16 bits
address 128 £e80)
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The table refers to ip.addr and ipvé6.addr filter strings. The value for any field that has an
IP address value can be written the same way.

Ethernet filters:

e Display only packets sent from or to specific MAC addresses:
® eth.src == 10:0b:a9:33:64:18

e eth.dst == 10:0b:29:33:64:18

e Display only broadcasts:
e Fth.dst == ffff.ffff.ffff or Eth.dst ==
ff:ff:.ff:ff:£f£:££f

ARP filters:

e Display only ARP requests:

® arp.opcode ==

e Display only ARP responses:

® arp.opcode ==

IP and ICMP filters:

e Display only packets from specific IP addresses:
e ip.src == 10.1.1.254

Display only packets that are not from a specific address:
e !lip.src == 64.23.1.1

Display only packets between two hosts:
e ip.addr == 192.168.1.1 and ip.addr == 200.1.1.1

Display only packets that are sent to multicast IP addresses:
e ip.dst == 224.0.0.0/4

Display only packets coming from network 192.168.1.0/24 (mask
255.255.255.0):
® ip.src==192.168.1.0/24

Display only IPv6 packets to/from specific addresses:

e ipv6.addr == ::1
® ipv6.addr == 2008:0:130F:0:0:09d0:666A:13ab
e ipv6.addr == 2006:0:130f::9c2:876a:130b

® ipv6.addr ==
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Complex filters:

e Packets from network 10.0.0.0/24 to a website that contains the word packt:
e ip.src == 10.0.0.0/24 and http.host contains "packt"

Packets from networks 10.0.0.0/24 to websites that end with . com:
e ip.addr == 10.0.0.0/24 and http.host matches ".coms$"

All broadcasts from source IP address 10.0.0. 3:
e ip.src == 10.0.0.0/24 and eth.dst == ffff.ffff.ffff

All broadcasts that are not ARP requests:
e not arp and eth.dst == ffff.ffff.ffff

All packets that are not ICMP and not ARP:

e larp || !icmp or not arp&&not icmp

How it works...

Here are some explanations to the filters we saw in the previous paragraph.

¢ Ethernet broadcasts: For Ethernet, broadcasts are packets that are sent to
addresses with all 1s in the destination field, and this is why, to find all
broadcasts in the network, we write the filter eth.dst == ffff.ffff.ffff.

¢ IPv4 multicast: [Pv4 multicasts are packets that are sent to an address in the
address range 224.0.0.0 to 239.255.255.255, that is, in binary, the address
range 11100000.00000000.00000000.00000000 to
111012111.111211111.121111111.111111117.

For this reason, if you look at the binary representation, a destination multicast
address is an address that starts with three 1s and a 0, and therefore a filter to IPv4
multicast destinations will be ip.dst == 224.0.0.0/4.

That is, an address that starts with four 1s (224), and a subnet mask of four bits
(/4) will indicate a network address of 224 to 239 will filter multicast addresses.

¢ IPv6 multicasts: IPv6 multicasts are packets that are sent to an address that starts
with ££ (first two hex digits = £ £), and then one digit flags and scope. Therefore,

when we write the filter ipv6.dst == ££00::/8, it means to display all packets
in IPv6 that are sent to addresses that start with the string ff, that is, IPv6
multicasts.
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See also

e For more information on Ethernet, refer to chapter 8, Ethernet and LAN
Switching and chapter 10, Network Layer Protocols and Operations

Configuring TCP/UDP filters

TCP and UDP are the main protocols in layer 4 that provide connectivity between end
applications. Whenever you start an application from one side to another, you start the
session from a source port, usually a random number equal to or higher than 1,024, and
connect to a destination port, which is a well-known or registered port that waits for the
session on the other side. These are the port numbers that identify the application that
works over the session.

Other types of filters refer to other fields in the UDP and TCP headers. In UDP, we have a
very simple header with very basic data, while in TCP we have a more complex header that
we can get much more information from.

In this recipe, we will concentrate on the possibilities while configuring TCP and UDP
display filters.

Getting ready

As before, we should plan precisely what we want to display, and prepare the filters
accordingly.

TCP and UDP port number display filters

For TCP or UDP port numbers, use the following display filters:

e tcp.port == <value>orudp.port == <value> for specific TCP or UDP
ports (source or destination)

® tcp.dstport == <value>orudp.dstport == <value> for specific TCP or
UDP destination ports

® tcp.srcport == <value>oOrudp.srcport == <value> for specific TCP or
UDP destination ports
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TCP header filters

In UDP, the header structure is very simple—source and destination ports, packet length,
and checksum. Therefore, the only significant information here is the port numbers.

TCP, on the other hand, is more complex, and uses connectivity and reliability mechanisms
that can be monitored by Wireshark. Using tcp.flags, tcp.analysis, and other smart
filters will help you with resolving performance problems (retransmissions, duplicate
ACKs, zero-windows, and so on), or protocol operations issues such as resets, half-opens,
and so on.

Common display filters in this category are as follows:

e tcp.analysis: For TCP analysis criteria such as retransmission, duplicate
ACKs, or window issues. Examples for these filters are (you can use the
autocomplete feature to get the full list of available filters):

e tcp.analysis.retransmission to display packets that were
retransmitted

e tcp.analysis.duplicate_ack to display packets that were
acknowledged several times

e tcp.analysis.zero_window to display when a device on the
connection end sends a zero-window message (which tells the
sender to stop sending data on this connection until the window
size increases again)

tcp.analysis fields do not analyze the TCP header, they provide
protocol analysis through the Wireshark expert system.

e tcp.flags: These filters are used for finding out if flags are set or not:
e tcp.flags.syn == 1 to checkif the SYN flag is set

e tcp.flags.reset == 1 to check if the RST flag is set
e tcp.flags.fin == 1 to check if the FIN flag is set

e tcp.window_size_value < <value> tolook for small TCP
window sizes that are, in some cases, an indication of slow devices
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tcp. flags filters—for TCP flags, this will be used to find out whether a
specific flag is set or not.

How to do it...

Some examples of filters in TCP/UDP filters are as follows:

o All packets to the HTTP server:
e tcp.dstport == 80

e All packets from network 10.0.0.0/24 to HTTP server:
e ip.src==10.0.0.0/24 and tcp.dstport == 80

¢ All retransmissions on a specific TCP connection:
® tcp.stream eq 16 && tcp.analysis.retransmission

To isolate a specific connection, place the mouse on a packet on the connection
you want to watch, right-click it, and choose Follow and TCP Stream. A TCP
stream is the data that is transferred between the two ends of the transaction from
the connection establishment to the tear-down. The string tcp.stream eq
<value> will appear in the display filter window. This is the stream you can work
on now. In the following example, it came out as stream 6, but it can be any
stream number (starting from stream number 1 in the capture file):

File  Edit View Go Capture Analyze Statistics Telephony Wireless Jools Help

480 ERE Ae=2=TiEEaaan

(W [epeste ! EdC3 -] Expression..  + TCP-ZMWIN TCPRETR

V&_WJ Source Destnation Protocal Length Info ¢ -
35 ©.000000 10.0.0.2 82.166.201.179 TCP 66 62642 » 80 [SYN] Seq=@ Win=8192 Len=@ MSS=146..
41  ©.817915 82.166.201.179 10.0.9.2 TCP 66 8@ - 62642 [SYN, ACK] Seq=@ Ack=1 Win=2920@ L..
42  ©9.800177 10.0.9.2 82.166.201.179 TCP 54 62642 » 80 [ACK] Seq=1 Ack=1 Win=66792 Len=0
63 ©.070699 10.0.0.2 82.166.201.179 TCP 1506 [TCP segment of a reassembled PDU] H
64 ©.000007 10.0.0.2 82.166.201.179 HTTP 547 GET /home/®,7340,L-8,00.html HTTP/1.1
69 ©.020277 82.166.201.179 10.9.8.2 TCP 54 80 - 62642 [ACK] Seq=1 Ack=1453 Win=32128 Len..
70 ©.000667 82.166.201.179 10.0.0.2 TCP 54 80 - 62642 [ACK] Seq=1 Ack=1946 Win=3504@ Len.. __
72  ©.001558 82.166.201.179 10.0.0.2 TCP 1506 [TCP segment of a reassembled PDU]
73  ©.000086 82.166.281.179 10.0.0.2 TCP 1586 [TCP segment of a reassembled PDU] =
24 2 000073 18 6 08 2 B2 _1Ff6 2081 179 ICP 54 R2R42 - 20 [ACK] Son=194R Ack=2905 Llin=AR792 e
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Retransmissions are TCP packets that are sent again. This could be due to several
reasons, as explained in chapter 11, Transport Layer Protocol Analysis.

When you monitor phenomena such as retransmissions, duplicate ACKs,
and other behavior that influence performance, it is important to
remember that these phenomena refer to specific TCP connections.

¢ All window problems on a specific connection:
® tcp.stream eq 0 && (tcp.analysis.window_full ||
tcp.analysis.zero_window)
® tcp.stream eq 0 and (tcp.analysis.window_full or
tcp.analysis.zero_window)

e All packets from 10.0.0.5 to the DNS server:
e ip.src == 10.0.0.5 && udp.port == 53

e All packets in TCP or protocols in TCP (for example HTTP) that contain the string
cacti (case-sensitive):
e tcp contains "cacti"

e All packets from 10.0.0. 3 that are retransmitted:
e ip.src == 10.0.0.3 and tcp.analysis.retransmission

e All packets to any HTTP server:
e tcp.dstport == 80

¢ All connections opened from a specific host (if in the form of a scan, can be a
warning):
® ip.src==10.0.0.5 && tcp.flags.syn==1 &&
tcp.flags.ack==

e All cookies sent from and to a client:
® ip.src==10.0.0.3 && (http.cookie || http.set_cookie)
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How it works...
The following are diagrams of the TCP and IP header structure. UDP is quite simple—only
source and destination port numbers, length, and checksum:

QoS Byte

(ToS/DiffServe) Total datagram

length (in bytes)

Header Length
(in bytes)

For
fragmentation
and reassembly

IP protocol Ver ToS Length
version . . Fragment Header
number 16-bit identifier |flgs offset Check
ecksum
- Time to | Upper 7
Max. no. remainin
g N live layer checksum
hops (decremented Source and
at each router) 2 bit source IP address destination IP
addresses

Upper layer — 32 bit destination IP address
protocol to which

payload is delivered Options (if any)
E.g. timestamp,

record route taken,

Data
(variable length, specify list of
typically a TCP routers to visit

or UDP segment)

Some important things in the IP packet:

e Ver: Version 4 or 6.
¢ Header length: 20 to 24 bytes with options.
e Type of Service (ToS): Usually implemented with Differentiated Services

(DiffServ), and provide priority to preferred services.

TCP standard (RFC 793 from October 1981) has named this field ToS, and
defined its structure. Differentiated Services standards that were
published later (RFCs 2474, 2475 from December 1998 and others) are used
for the implementation of the ToS byte in the majority of applications.

¢ Length: Total datagram length in bytes.
e Identifier, flags and fragment offset: Every packet has its own packet ID. When
fragmented, along with the flags and offset, it will enable the receiver to

reassemble it.
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e Time to Live: Start with 64, 128, or 256 (depends on the operating system that
sends the packet), when every router on the way decrements the value by one.
This prevents packets from traveling endlessly through the network. The router
that sees one in the packet decrements it to zero and drops the packet.

e Upper layer: The upper layer protocol—TCP, UDP, ICMP, and some others.

e Internet checksum: The idea here is that the sender uses an error-checking
mechanism to calculate a value over the packet. This value is set in the checksum
field, while the receiver of the packet will calculate it again. If the sent value is not
equal to the received value, it will be considered a checksum error.

e Source and destination IP addresses: As the name implies.

¢ Options: Usually not in use in IP Version 4.

The IP header is followed by TCP header. The format is as follow:

4 32bits ——————=

. Sourceand
D B TIE Destination Port
solrce port # dest port # Numbers
URG - Urgentdata B
(generally notused \¥equenoe number Numbering of sent
acRawledgement number data
PSH - Push data kﬂ\q 9 - —~
now HL|Res N|CE! AJB[ § Fjrevr window size Ack numbers to

ptr urgent data \\ confirm data arrival

PSH - Push data
now Op{(y/,((/anable length)

RST- Connection

# of bytes revris
willing to accept

T

RESET In case of URG
application pointer, indicates
SYNC - Start’ data the datalocation
session

(variable length) —
Options

FIN — End session

Some important things in the TCP packet:

¢ Source and destination ports: These are the application codes at the two ends.
¢ Sequence numbers: Counts the bytes that the sender sends to the receiver.

¢ Acknowledgement number: ACK's received bytes. We will discuss this in detail
in the chapter 11, Transport Layer Protocol Analysis.
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e HL: Header length, indicates whether we use the options field or not.

¢ Res: Reserved (for future flags).

e Flags: Flags to start a connection (SYN), close a connection (FIN), reset a
connection (RST), and push data for fast processing (PSH). Will be discussed in
the TCP analysis chapter.

¢ Rcvr window size: The buffer that the receiver has allocated to the process.

¢ Checksum: Packet checksum.

¢ Options: Timestamps, receiver window enhancement (RFC 1323), and MSS
extension. Maximum Segment Size (MSS) is the maximum size of the TCP
payload. We will discuss this further in chapter 11, Transport Layer Protocol
Analysis.

There's more...

The TTL field in IP is quite a helpful field. When seeing a TTL value, it explicitly indicates
how many routers the packet has passed. Since operating system defaults are 64,128, or 256,
and the maximum number of hops that a packet will cross through the internet is 30 (much
less in private networks), if for example we see a value of 120, then the packet has passed 8
routers, and a value of 52 indicates that the packet has passed 12 routers.

See also

e For further information on the TCP/IP protocol stack, refer to Chapter 11,
Transport Layer Protocol Analysis

Configuring specific protocol filters

In this recipe, we will provide instructions and examples for configuring display filters for
common protocols, such as DNS, HTTP, FIP, and others.

The purpose of this recipe is to learn how to configure filters that will help us in network
troubleshooting, and we will talk about more in following chapters.
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Getting ready

To step through this recipe, you will need Wireshark software and a running capture. No
other prerequisites are required.

How to do it...

In this recipe, we will see display filters of some common protocols.

HTTP display filters

Some common HTTP display filters are as follows:

Display all HTTP packets going to hostname:

® http.request.method == <"Request methods">
Packets with HTTP GET methods:

® http.request.method == "GET"
Display URI requested by client:

e http.request.method == <"Full request URI">

e http.request.uri == "/v2/rating/mail.google.com"

Display URI requested by client that contains a specific string (all requests to
Google in this example):
e http.request.uri contains "URI String"

e http.request.uri contains "mail.google.com"
All cookie requests sent over the network (note that cookies are always sent from

the client to the server):
e http.cookie

All cookie set commands sent from the server to the client:
e http.set_cookie

All cookies sent by Google servers to your PC:
e (http.set_cookie) && (http contains "google")

All HTTP packets that contain a ZIP file:
e http matches ".zip" && http.request.method == "GET"
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DNS display filters

Some common DNS display filters are as follows:

e Display DNS queries and response:
e dns.flags.response == 0 for DNS queries

e dns.flags.response == 1 for DNS response

¢ Display only DNS responses with four answers or more:
® dns.count.answers >= 4

FTP display filters

Some common FTP display filters are as follows:

e FTP request command:
e ftp.request.command == <"requested command"> -
ftp.request.command == "USER"

e FTP or FTP data—FTP commands (port 21) or data (port 20 or variable):
e ftp
e ftp-data

How it works...

The Wireshark regular expression syntax for display filters uses the same syntax as regular
expressions in Perl.

Some common modifiers are as follows:

~: Match the beginning of the line
$: Match the end of the line
| . Alternation

() : Grouping

*: Match zero or more times
+: Match one or more times

?: Match one or zero times
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¢ {n}: Match exactly n times
e {n, }: Match at least n times
e {n,m}: Match at least n but not more than m times

You can use these modifiers for configuring more complex filters. For examples, look for
HTTP GET commands that contain ZIP files:

http.request.method == "GET" && http matches ".zip" &é&
! (http.accept_encoding == "gzip, deflate")

Look for HTTP messages that contain websites that end with . com:

http.host matches ".com$"

See also

e The Perl regular expression syntax list can be found at http://www.pcre.org/,
and the manual pages can be found at http://perldoc.perl.org/perlre.html

Configuring substring operator filters

Offset filters are filters in which you actually say “go fo field X in the protocol header, and check
if the next Y bytes equal to...”.

These filters can be used in many cases where a known byte string appears somewhere in
the packet and you want to display packets that contain it.

Getting ready

To step through this recipe, you will need Wireshark software and a running capture. No
other prerequisites are required. The general representation of an offset filter is as follows:

Protocols[x:y] == <value>
X: Bytes from beginning of header
Y: Number of bytes to check
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How to do it...

Examples of filters that use substring operators are as follows:

e Packets to IPv4 multicast addresses

eth.dst[0:3] == 01:00:5e RFC 1112, section 6.4 allocates the MAC
0 address space of 01-00-5E-00-00-00 to 01-00-5E-FF-FF-FF to

multicast addresses.

e Packets to IPv6 multicast addresses

eth.dst[0:3] == 33:33:00 RFC 2464, section 7 allocates the MAC
0 address space that starts with 33-33 to multicast addresses.

How it works...

Wireshark enables you to look into protocols and search for specific bytes in it. This is
specifically practical for well-known strings in protocols such as Ethernet, for example.

Configuring macros

Display filter macros are used to create shortcuts for complex display filters that you can
configure once and use later.

Getting ready

To configure display filter macros, go to: Analyze | Display Filter Macros. You will get the
following window:
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M Display Filter Macros @liﬁ_ﬁ}

Name Text ‘

| Add new macro I

'

[#)|-] [m

How to do it...

1.

5.

In order to configure a macro, you give it a name and you fill in the textbox with
the filter string.

In order to activate the macro, you simply write the following:

$ (macro_name:parameterl;paramater?;parameter3 ...)

Let's configure a simple filter name, test 01, that takes the following parameters
as values:

ip.src == <value> and
tcp.dstport == <value>

This will be a filter that looks for packets from a specific source network that goes
out to an HTTP port.

A macro that takes these two parameters would be as follows:
ip.src==$1 && tcp.dstport==$2
Now, in order to get the filter results for parameters we do the following:

ip.src == 10.0.0.4 and
tcp.dstport == 80
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6. We should write the string in the display window bar as follows:

${test01:10.0.0.4;80}

How it works...

Macros work in a simple way—you write a filter string with the sign $ ahead of every
positional parameter. When running the macro, it will accept the parameters in order.
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In this chapter you will learn about:

¢ Using the statistics — capture file properties

¢ Using the statistics — resolved addresses

¢ Using the statistics — protocol hierarchy menu

¢ Using the statistics — conversations menu

¢ Using the statistics — endpoints menu

¢ Using the statistics - HTTP menu

¢ Configuring a flow graphs for viewing TCP flows
¢ Creating IP-based statistics

Introduction

One of Wireshark's strengths is its statistical tools. When using Wireshark, we have various
types of tools, starting from the simple tools for listing end-nodes and conversations, to the
more sophisticated tools such as flow and I/O graphs.

In the following two chapters, we will learn how to use these tools. In this chapter, we will
look at the simple tools that provide us with basic network statistics—that is, who talks to
whom over the network, what are the chatty devices, what packet sizes run over the
network, and so on. In the next chapter, we'll get into tools such as I/O and stream graphs,
which provide us with much more information about the behavior of the network.

There are some tools that we will not talk about—some that are quite obvious (for example,
packet sizes), and some that are less common (such as ANSP, BACnet, NCP, and others).
Some others we will refer to in the relevant chapter, for example, Statistics | Service
Response Time or Statistics |DNS.

To start statistics tools, start Wireshark, and choose Statistics from the main menu.
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Using the statistics — capture file properties
menu

In this recipe, we will learn how to get general information from the data that runs over the
network. The capture file properties in Wireshark 2 replaces the summary menu in
Wireshark 1.

Getting ready

Start Wireshark, click on Statistics.

How to do it...

1. From the Statistics menu, choose Capture File Properties:

Eile Edit View Go Capture Analyze Telephony  Wireless Tools Help
A4 = @® RE ] &« Capture File Properties
(N l apply a display filter ~trl-/> Resolved Addresses

No. Time Sour Protocol Hierarchy Protocol Length Info
15094 153.9425.. 17|  Converstions >.103  TCP 54 443 -
15095 153.9782.. 17  dpoints

Packet Lengths
153.9867... 0 Graph

154 .0001..
15098 154.0297.. 17

Service Response Time  *» ¢ -

nuCn IBOOTP) Statictics

What you will get is the Capture File Properties window (displayed in the
following screenshot).

2. As you can see in the following screenshot, we have the following;:
e File: Provides file data, such as filename and path, length, and so on

e Time: Start time, end time, and duration of capture

¢ Capture: Hardware information for the PC that Wireshark is installed
on
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e Interfaces: Interface information—the interface registry identifier on
the left, if capture filter is turned on, interface type and packet size

limit
e Statistics: General capture statistics, including captured and displayed
packets:
Details
File =
. MName: C:Technical\Wireshark\CAP-PCAP Customers\google disk test.pcapng
Length: 52MB
Format: Wireshark/.., - pcapng I [ 1
Fomat: Vireshar Capture file information
Time
First packet: 2013-08-18 17:52:47
| oo 20150918 15:00:50 Capture time & duration I
Ca
Ul i I
! zasrldware: mfﬁ?mows 7 Service Pack 1, buid 7601 Wi h hard !
P , ireshark hardware
|| | Aepiication: Dumpcap 1.8.4 (SVN Rev 46250 from ftrunk-1.8) gl |
I Interfaces |
|| | Interface Dropped packets Capture filter Link type Packet size limit |
| E;;icfSSDFEIF?-UFDB%EJ@ﬁ 0% e = C I f
et apture infertace
: Statistics :
Measurement Captured Displayed Marked
I | Packets 63603 63603 (100.0%) N/A
Time span, s 432.808 482.808 N/A
Average pps 131.7 131.7 N/A
Average packet size, B 794.5 794.5 NiA
Bytes 50540636 50540636 (100.0%) n
Average bytes/s 104k 104k H - W
Average bigls iy by Capture statistics |_
Capture file comments
| Refresh | Close | |Copy ToCipboard| | Hep |

[130]



Using Basic Statistics Tools Chapter 5

How it works...

This menu simply gives a summary of the filtered data properties and the capture statistics
(average packets or bytes per second) when someone wants to learn the capture statistics.

There's more...

From the summary window, you can get the average packets/second and bits/second of the
entire captured file, and the same for the displayed data.

Using the statistics — resolved addresses

In this recipe, we will learn a new feature of Wireshark version 2: DNS translations of the
captured IP addresses, along with a list of well-known TCP/UDP ports and Ethernet (MAC)

addresses vendors.

Getting ready

Start Wireshark, click on Statistics.

How to do it...

From the Statistics menu, choose Resolved Addresses. You will get the following window:
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[ ‘ Wireshark - Resolved Addresses - C:\Technical\Wireshark\CAP-PCAP Custom:rs\g_o:gle_d-is'k test.pcapng M
# Resolved addresses found in C:\Technical\Wireshark\CAP-PCAP Customers\google ¢ *
# Comments
#
# No entries.
# Hosts
# _

|| # 204 entries. @ Address J v IPvd and IPv6 Addresses (hosts)

resolution v Comment

202.30.50.120 whois.kisa.or.kr . r A
212.179.154.246 plus.l.google.com (2) Hash tables -
173.194.41.100 ytstatic.l.google.com - L IPv6 Hash Table
212.179.154.231 plus.l.google.com [| ¥ Port names (services)
64.85.73.167  www.zoneedit.com Port numbers | |[Ethemet Addresses
173.194.34.72  www-google-analytics.1l.google.com (@ and MAC 1 [rz I —
141.101.112.118 help.network-tools.com addresses
212.179.154.216 plus.1.google.com | |LY.| Ethemet Well-Known Addresses
173.194.41.108 googlehosted.l.googleusercontent.com Show All

Ll 100 Q2 249 1040 haln natvnnlk +anle ~am

} 4 L] Hide All

[ o Cancel show v |

;

In this window, you have the following information:

e Address resolution, which provides DNS names of the captured IP addresses.
You can also check Comment if you want comments to be seen.

e The Hash tables are hash values of the IP addresses.

e Port names (services), Ethernet Addresses, Ethernet Manufacturers, and
Ethernet Well-Known Addresses provide Ethernet address information.

How it works...

For IP addresses, Wireshark simply uses your laptop's resolving mechanisms, which are
DNS and the Wireshark hosts file, located in the Wireshark home directory.

For the MAC manufacturers, Wireshark uses MAC address translations as defined by the
IEEE 802 committee.

TCP and UDP port numbers are defined by the Internet Assigned Numbers Authority
(IANA) at: http://www.iana.org/assignments/service-names—port-numbers/service-

names-port-numbers.xhtml.
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There's more

With this new feature of Wireshark, we can gain information that is available on the
internet. It is just some more information that is helpful and accessible to us.

Using the statistics — protocol hierarchy
menu

In this recipe, we will learn how to get protocol hierarchy information of the data that runs
over the network.

Getting ready

Start Wireshark, click on Statistics.

How to do it...

1. From the Statistics menu, choose Protocol Hierarchy:

[ Elle Go Capture Analyze Telephony ﬂirelﬂelp
il ® mRE ] ed Capture File Properties JRE]
(RTAcpy 2 d - o Becolved Ocidrecces
No. Time : Erotocol Hierarchy Destination Protocol Length
1 ©.000000 .' “'"*j‘“‘;"“* 172.217.16.162 TCP 55
2 0.027006 | :::ﬁwm: 216.58.209.36  TCP 55
3 ©.085210 ] /0 Graph 16.0.0.5 TCP 66
4 0.113146 ] Service Response Time  * 10.0.0.5 TCP 66
5 ©.230013 DHCP (BOGTP] Statistic 172.217.16.162 TCP 55
1 | ONC-RPC Programs i
- Frame 1: 55 bytes or  29West *» ), 55 bytes captured (448 hi+e}
Ethernet II, Src: H( ::‘fp X (60:dg:10- -~

What you will get is data about the protocol distribution in the captured file. You
will get the protocol distribution of the captured data.
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2. The partial screenshot displayed here depicts the statistics of packets captured on
a per-protocol basis:

= — ——
M Wireshark . Protocol Hierarchy Statistics - Ww_mu‘uus R — b ). S
Protocol Percent Packets Packets Percent Bytes £
4 Frame 100.0 130091 100.0
4 [Ethemnet 100.0 280081 100.0
» TOMoP protocel 00 8 00
* Logical-Link Control 05 1484 04
Link Layer Discovery Protecol 0.0 43 0.0
L Internet Protocol Version & 10 2725 11
4 User Datagram Protocol 039 2544 11
Service Location Protocol 0.0 12 0.0
Link-local Multicast Name Resclution 02 512 01
Hypertext Transfer Pratocol 01 W 02
DHCPv o7 G Y1) o f
Internet Control Message Protocol vB 0.1 Tl 0.0 1
4 Internet Protocel Version 4 ®a 248799 94.5 E
[4 User Datagram Protocol Pk} 224244 £ ﬂ
Simple Network Management Protocol 00 57 00
Service Location Protocal 00 7 0.0 |
Metwork Time Protocol 00 2 00
MNetBIOS Name Service 0s 2647 06 ”
» NetBIOS Datagram Service 01 19 01
Multicast Domain Mame System 0.0 18 0.0
Link-local Multicast Name Resolution 02 608 01
Hypertext Transfer Pratocol 07 1850 16
Dropbox LAN sync Discovery Protocol 0.0 a4 0.0
Demain Name System 00 33 0.0
Data 256 7286 15
Connectionless Lightweight Directery Access Protocol 0.0 ] 00
Check Point High Availability Protocol 4.7 200247 @ 421
Bootstrap Protocol 00 3 01
ADwin configuration protocol 0.0 10 0.0
4 Transmission Control Protocol 92 25716 48.2
4 TCP Encapsulation of [Psec Packets 0.0 1 0.0
Encapsulating Security Payload 00 1 00
4 Tabular Data Stream i3 3502 69
Malfermed Packet 01 380 02 |
Secure Sockets Layer 01 s 05
4 [NetBIOS Session Service 07 2024 13
SMB2 (Server Message Block Protocol version 2) 03 337 04
4 SMB (Server Message Block Protocal) 04 1201 05
SME Pipe Protocol 00 4 0.0
Lightweight Directory Access Protocel 00 46 01
Kerberos 0.0 i 2.0 -
e r|r . E
N clipiay fibee
[ Clase ] | Copy ™ | | Help | |
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What you will get is the Protocol Hierarchy window:

e Protocol: The protocol name

¢ Percent Packets: The percentage of protocol packets from the total captured
packets

¢ Packets: The number of protocol packets from the total captured packets

¢ Percent Bytes: The percentage of protocol bytes from the total captured packets

¢ Bytes: The number of protocol bytes from the total captured packets

e Bit/s: The bandwidth of this protocol, in relation to the capture time

¢ End Packets: The absolute number of packets of this protocol (for the highest
protocol in the decode file)

¢ End Bytes: The absolute number of bytes of this protocol (for the highest protocol
in the decode file)

¢ End Bit/s: The bandwidth of this protocol, relative to the capture packets and
time (for the highest protocol in the decode file)

The end columns counts when the protocol is the last protocol in the
packet (that is, when the protocol comes at the end of the frame). These
can be TCP packets with no payload (for example, SYN packets) which
carry upper layer protocols. That is why you see a zero count for Ethernet,
IPv4, and UDP end packets; there are no frames where those protocols are
the last protocol in the frame.

In this file example, we can see two interesting issues:

e We can see 1,842 packets of DHCPv6. If IPv6 and DHCPv6 are not required,
disable it.

e We see more than 200,000 checkpoint high availability (CPHA) packets, 74.7%
of which are sent over the network we monitored. These are synchronization
packets that are sent between two firewalls working in a cluster, updating session
tables between the firewalls. Such an amount of packets can severely influence
performance. The solution for this problem is to configure a dedicated link
between the firewalls so that session tables will not influence the network.
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How it works...

Simply, it calculates statistics over the captured data. Some important things to notice:

¢ The percentage always refers to the same layer protocols. For example, in the
following screenshot, we see that logical link control has 0.5% of the packets that
run over Ethernet, IPv6 has 1.0%, IPv4 has 88.8% of the packets, ARP has 9.6% of
the packets and even the old Cisco ISK has 0.1 %—a total of 100 % of the

protocols over layer 2 Ethernet.

¢ On the other hand, we see that TCP has 75.70% of the data, and inside TCP, only
12.74% of the packets are HTTP, and that is almost it. This is because Wireshark
counts only the packets with the HTTP headers. It doesn't count, for example, the
ACK packets, data packets, and so on:

‘ Wireshark - Protocol Hierarchy Statistics - CAP_05_01

Protocel Percent Packets Packets Percent Bytes Bytes Bits/s End Packets EndBytes End Bits/s
4 Frame 280091 100.0 40629519 229k O 0 0
4 Ethernet 280091 100.0 40629519 229k 0 0 0
TDMoP protocol 8 0.0 480 2 0 0 0
Logical-Link Control 1484 04 158136 891 0 0 0
Link Layer Discovery Protocol 48 0.0 12184 68 48 12184 68
Internet Protocol Version 6 2725 11 450647 2540 0 0 0
Internet Protocol Version 4 248799 9.5 38379183 216k 0 0 0
Data 100 01 28605 161 100 28605 161
Address Resolution Protocol 26955 40 1621748 9144 26955 1621748 9144
Cisco ISL 141 00 12690 7 1] 0 0
Mo cisolay fiker:
Close | Copy || Hep

There's more...

In order for Wireshark to also count the data packets, for example, the data packets of HTTP
inside the TCP packet, disable the allow subdissector to reassemble TCP streams. You can
do this from the Preferences menu, or by right-clicking TCP in the packet details pane.

Using the statistics — conversations menu

In this recipe, we will learn how to get conversation information of the data that runs over
the network.
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Getting ready

Start Wireshark, click on Statistics.

How to do it...

From the Statistics menu, choose Conversations:

File Edit View Go (Capture Analyze |§tatist'rcs| Telephony Wireless Tools Help

48 2@ k& E g Q&sH Capture File Properties )
[ Aoply a display fiter ... <Ctrl-/> ‘ Resolved Addresses
No. Time .;_EmmmLHmmha Destination Protocol
1 0 .008060080 { Conversations 16.16.10.06 CPH£
2 ©.000002 b 172.30.220.0 CPH¢
Packet Lengths
3 0.00008083 { 1/ Graph 16.190.10.212 CPH#
4 ©.0000084 { Service ResponseTane. 172.30.220.2 CPH{
z 0.000127 | o st 172.30.220 @
The following window will come up:
Ethernet IPv4 Tce
TS Conversations Conversations
Statistics | Statistics | Statistics
AV fcConversatons | 1wl AL L L e s i we e )

— N /i ?
Ethemet: 206 | IPv4-763 | Pv6:27 | TCP-2585 | UDP:83 |
Address A Port A Address B PortB  Packets Bytes PacRMsA —B BytesA —B PacketsB — A BytesB— A RelStart Duration Bits/sA —B Bits/sB—-A * |
|102511173 64548 10251136 1,200 752k 1 657 653 k 25449053000 31.855622 2k 164k
192.5.11.73 10554 192.168.40.70 3k 884 63 k 11.634841000 57.091973 0 8927
192511173 64529 10251136 5k 483 443 k 12877315000 60184745 9468 59k |
19251173 29855 1721630192 k T 7t 194k 0006239000 22354830 0 89k I
|N l10251173 29855 172163060 5k Statistics 696 35k 3751534000 54451445 0 0k |
1925.11.73 10554 17216.80.238 1k 555 51k 0.573985000 68.441500 0 6077
1721680103 55248 192511.73 29855 478 633k 478 683k 0 0 17.407582000 52.706861 103k 0
102511174 55843 192511173 a5 470 9k 313 44k 157 35k 0.301827000 79.138687 4469 3586
1925.11.57 57427 192511.73 10554 405 106k 405 106 k 0 0 0772291000 76.787686 1k 0
192.168.45146 60814 192511.73 29835 247 09k 247 69k 0 0 26.964000000 51.168802 10k 0 H
1721620210 51583 192511.73 10554 200 32k 200 2k 0 0 1678088000 35102649 7411 0
172163043 55498 192511.73 10554 177 39k 177 39k 0 0 29885957000 41.985557 7620 0
1925.11.73 10554 1921684561 1090 177 &4k 0 0 177 44k 32.902471000 36.069402 0 =
"
Flrencresison ] it ey ® o 6
@ ©) [ oy~ [Folowswean..] [ Guph.. | [ cose | [ neb |
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You can choose between layer 2 Ethernet statistics, layer 3 IP statistics, or layer 4 TCP or
UDP statistics.

You can use this statistics tools for:

¢ On layer 2 (Ethernet): To find and isolate broadcast storms

¢ On layer 3/layer 4 (TCP/IP): To connect in parallel to the internet router port, and
check who is loading the line to the ISP

If you see that there is a lot of traffic going out to port 80 (HTTP) on a
specific IP address on the internet, you just have to copy the address to

9 your browser and find the website that is most popular with your users.

If you don't get anything, simply go to a standard DNS resolution website
(search Google for DNS lookup) and find out what is loading your internet
line.

For viewing IP addresses as names, you can check the Name resolution checkbox for name
resolution (1 in the previous screenshot). For seeing the name resolution, you will first have
to enable it by choosing View | Name Resolution | Enable for Network layer.

You can also limit the conversations statistics to a display filter by checking the Limit to
display filter checkbox (2). In this way, statistics will be presented on all the packets
passing the display filter.

A new feature in Wireshark version 2 is the graph feature, marked as (5) in the previous
screenshot. When you choose a specific line in the TCP conversations statistics and click
Graph..., it brings you to the TCP time/sequence (tcptrace) stream graph. This graph is also
available from the Statistics | TCP Stream Graphs, and will be explained in the following
chapter.
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To copy table data, click on the Copy button (3). In TCP or UDP, you can mark a specific

line, and then click on the Follow Stream... button (4). This will define a display filter that
will show you the specific stream of data. As you can see in the following screenshot, you
can also right-click a line and choose to prepare or apply a filter, or to colorize a data

stream:

M Wireshark - Conversations - BackBone traffic

—
™ E—

—
- ; — ] Twa - ivE
i

[ Ethemet-38 | IPv4-5270 | Pv6-1 | TCP-3349 | UDP-3251 |

Packets Byes Packets A—B BytesA—B

Address A Address B
[102223 1033597 m
10.2.2.146 10.181.140.220 ., k
1022121 10.121.146161 1,496 1271 k
10.2.2111 1012131 1412 1325k
10.2.2111 101220158 1,375 1293 k
10121148112 212.199.219.209 1096 972k
10.2.2111 10122233 1041 984k
101511019 10.250.11.83 956 32k
10151.101.79 10.250.11.117 954 707 k
10151.101.34 10.250.11.125 839 144k
10151.101.14 10.250.11.189 883 315k
10151.101.58 10.250.11.160 881 369k
10151.101.24 10.250.11.92 851 186k
" |10151.101.23 10.250.11.94 846 129k
1015110142 10.250.11.202 835 160k
UN13110212 A0 SQ2 24 824 Tk
i "] Name resolution [™] Limit to display filter

Packets B — A BytesB

»

= A Rel Start Duration Bits/s A—B Bits/sB—A

o 00R fdL 7481876000 1698242

Apply as Filter Selected

Prepare a Filter * Not Selected

Find L .wand Selected

| Colorize L ...or Selected
-
b o= ..and not Selected
410 58 H I
197 26 | «:OF not_Se ected
437 62k 452
368 50 k 515
340 4Tk 541
409 57k 442
408 58 k 438 71 k 0.008275000 5.587476
427 61 k 408 99 k 0.009166000 5578880
Ev) ] 19k S AA1 b OMATTIONG 5 SA5577
Copy ™! '™

1M
1787 k
1769 k
1854 k
1809 k
36k
1392 k
83k
3Tk
89k
2k
68 k
82k
83k
87k

304 k
54k
3k
4k
0k

1366 k
30k

EERS

973 k

116 k

379k

461 k

184 k

101k

147°

= |

We also see that, unlike the previous Wireshark version, in which we saw all types of
protocols in the upper tabs, here we can choose which protocols to see when only the
identified protocols are presented by default.

How it works...

A network conversation is the traffic between two specific endpoints. For example, an IP
conversation is all the traffic between two IP addresses, and TCP conversations present all

TCP connections.
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There's more...

There are many network problems that will simply pop up when using the conversations
list.

In the Ethernet conversations statistics:

¢ Look for large numbers of broadcasts—you might be seeing a broadcast storm (a
minor one; in a major one, you might not see anything)

What usually happens in a severe broadcast storm is that, due to
thousands, or even tens of thousands, of packets/seconds sent received by
Wireshark, the software simply stops showing us the data, and the screen
freezes. Only when you disconnect Wireshark from the network will you
see it.

e If you see a lot of traffic coming from a specific MAC address, look at the first
part of it—this is the vendor ID that will give you a clue to the troublemaker

Even though the first half of the MAC address identifies the vendor, it
does not necessarily identify the PC itself. This is because the MAC
address belongs to the Ethernet chip vendor that is installed on the PC or
laptop board, and is not necessarily from the PC manufacturer. If you
don't get an address that you know where it is coming from, you can ping
the suspect and get its MAC address by ARP, find the MAC address in the
switches, and if you have a management system use a simple find
command to locate it.

In the IP conversations statistics:

e Check the IP addresses with large volumes of packets sent or received and
compare the expected behavior. If the address belongs to a server, you might
expect to see a large volume of packets. But if it is an end user, it might be a
network scan or just generating too much traffic.

¢ Look for scanning patterns, presented in detail in chapter 19, Security and
Network Forensics. It could be a good scan, such as SNMP software that sends a
ping to discover the network, but usually scans of the network are not good
things.
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* You can see a typical scan pattern in the following screenshot:
M Wireshark - Conversations - Example 010 --- Ping worm attack - S e i - s [E=SER
[ Ethernet-27 | 1Pv4-26327 | mpve | Tcp 27 | upe -1 |
Address A Address B Packets Bytes PacketsA —~B BytesA —B PacketsB —A BytesB —~A Rel Start Duration Bits/s A —~B Bits/sB— A o
10216811058 = 102170344 1106 1 106 0 0 1517110999 0000000 N/A N/A
192168.110.58 192170345 1106 1 106 0 0 1532689000 0.000000 N/A N/A
192168.110.58 192170346 1106 1 106 ] 0 1548355009 0.000000 N/A N/A
192.168.110.58 192170347 1106 1 106 0 0 1563934000 0,000000 N/A N/A
192.168.110.58 192170348 | geanning 1 106 0 0 1579562000 0.000000 N/A N/A
102168110.58 19217030 | o %S 1 106 0 0 1595191000 0.000000 N/A N/A
192168.110.58 192170350 LR 1 106 0 0 1610506000 0000000 N/A wa |
192.168.110.58 192170351 1106 1 106 (] 0 1626545000 0.000000 N/A N/A
192168.110.58 192170352 1106 1 106 0 0 1642236000 0.000000 N/A N/A
192.168.110.58 192170353 1106 1 106 0 0 1657772000 0000000 N/A N/A
102168110.58 102170354 1106 1 106 0 0 1673322000 0.000000 N/A N/A
192.168.110.58 192170355 1106 1 106 0 0 1690145000 0.000000 N/A N/A
192.168.110.58 192170356 1106 1 106 0 0 1704616000 0.000000 N/A N/A
192.168.110.58 192170357 1 106 1 106 0 0 1720203999 0.000000 N/A N/A
19216811058 = 192170358 10106 1 106 0 0 1735876000 0.000000 N/A N/A -
| Mame resolution [] wimit to display filter
Copy | |Follow Stream aph Close Help

In this example, there is a pattern of a scan. A single IP address, 192.168.110.58, sends
ICMP packets to 192.170.3.44,t0192.170.3.45,t0192.170.3.46,t0192.170.3.47,
and so on (in the picture we see only a very short part of the scan). Then the scan continues
t0192.170.4.0, 192.168.4.1, and so on. In this case, we had a worm that infected all
PCs in the network, and the moment it infects a PC, it starts to generate ICMP requests and
sends them to the network, so narrow band links can be easily congested (for example,
WAN connections).

In TCP/UDP conversations statistics:

¢ Look for devices with too many opened TCP connections. 10-20 connections for a
PC are reasonable; hundreds are not.

¢ Look and try to find unrecognized destination port numbers. It might be OK but
it can mean trouble. In the following screenshot, you can see a typical TCP scan:
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Wirg-tecte Fememmemtinng RARAE A2 - .
Source ports ® Destination ports

™ IR PR Je T

[[Ehemet 10 | Pva-104 [ Bv6 | JpP o603 [uop-387 |
Address 4 PortA | AdaressB [ PotB Packets

Bytes Packets A —B BytesA—B Packets B — A BytesB—A Rel Start

10001 63033 81.218.230.244 1 31
10001 63038 81.218.230.244 1 R ]
10001 62650 81.218.230.244 3 31
10001 62655 §1.218.230.244 3 3 194
10001 62669 §1.218.230.244 4 ER 1
10001 62674 81.218.230.244 4 3 194
10001 62444 81.218.230.244 6 - T
10001 62449 81.218.230.244 6 Port
10001 62358 81.218.230.244 7 | Scanning
10001 62363 81.218.230.244 7| Pattern
10001 61613 51.218.230.244 9 R
10001 61618 81.218.230.244 9 RS 1
10001 61909 §1.218.230.244 13 31w
10001 61914 31.218.230.244 13 3 194
10001 61337 81.218.230.244 17 3 134
10001 61342 81.218.230.244 ”\f ER )
10001 61319 81.218.230.244 19 3 1M
10001 61324 §1.218.230.244 19 3 194
10001 61764 §1.218.230.244 20 3 194

I 10001 61769 81.218.230.244 20 3 1%
110001 61232 81.218.230.244 il 7 550
[7] Mame resohation [] Limit to display filter

[T T P T P Y T P P P Y T Py )

194
194
194
1M
194
194
194
194
194
194
1M
194
194
194
194
194
194
194
194
194
174

0
0
0
0
0
1}
1}
0
0
0
0
0
0
[1}
1}
0
0
o
0
0
4

0 583.042429000
0 583144870000
0 575.347188000
0 575.449029000
0 575751737000
0 575.852225000
0 571.290318000
0 571.392000000
0 569.654217000
0 560.754361000
0 554.866707000
0 554.966922000
0 560.737656000
0 560.828397000
0 549.380582000
0 549482177000
0 548.996334000
0 549.098619000
0 557.902602000
0 558.004049000
376 547.349881000

Duration
9004836
8.997256
8.994668
5993504
9013211
9.012693
8998313
9.002697
9.006301
8.996706
9.004181
9.004042
8996513
8999260
8995075
9.005512
8.996840
8.993071
9.003455
9.003061
0.041566

Bits/s A —B Bits/sB—A -
172
172
172
172
172
172
172
172
172
172
172
172
172
172
172
172
172
172
172
172
3k 72

OO 000000000000000000

In the preceding screenshot, we see a simple TCP scan pattern. It shows source address
10.0.0.1, which generates TCP packets to IP address 81.218.230.244 on destination

ports 1, 3, 4, 6, 7, and so on.

The scan in this case is in a pattern; 10.0.0. 1 sends two packets to every destination port.
Two packets are sent from source ports 63033 and 63038 to port 1, two packets from
source ports 63650 and 63655 to port 3, and so on.

One of the things that will be recognized immediately when using the conversations tool is
that when you click on the source or destination tabs in this window, scanning patterns are

seen immediately.

Using the statistics — endpoints menu

In this recipe, we will learn how to get endpoint statistics information of the captured data.

Getting ready

Start Wireshark and click on Statistics.
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How to do it...

To view the endpoint statistics, follow these steps:

1. From the Statistics menu, choose Endpoints:

P T T

File Edit View Go Capture Analyze |Statistics Telephony Wireless Tools Help
AW 2@ UKD B QR e« Capture File Properties R
(R Apoly a display filter ... <Ctrl-/> Resolved Addresses
No. Time < Protocol Hierarchy Destination
1 ©.000000 Eoneratons 10.0.0.1
Endpoint:
2 ©.000126 nopon® 10.0.0
Packet Lengths
3 ©.000185 V06 10/
raph
[ 4 e . 666538 ] Service Responee 7=

2. The following window will come up:

-
M Wireshark - Endpoints - HTTP server scan --- JUN-2016
Ethernet- 11 | IPv4-76 | 1Pv6 | TCP-4594 | UDP- 268 |
Address Port Packets Bytes Packets A =B BytesA —B PacketsB —A BytesB —A Latitude Longitude o
54154213203 443 36266 13M 19663 1M 16603 29k - - |_‘
54.154.213.203 80 17313 2572k 7372 1434 k 9941 1138k - -
194.90.6.40 110 4552 4161k 2970 4074 k 1582 87k -
81.218.155.143 6600 4408 1931k 2230 1406 k 2178 525k -
1934664211 80 122 957 k 731 898 k 481 58k -
10.0.0.1 55136 1,026 66 k 1008 59k 18 7335 -
10.0.01 55135 1,016 58 k 1002 58 k 14 804 -
10,001 55137 997 57Tk 997 57k 0 0-
10.0.0.1 56635 490 471k 167 9109 323 462k -
|i| |10.001 55073 406 38Tk 139 7597 267 379k - -
10.0.0.1 46480 378 20k 252 13k 126 6930 - -
Qs 211 24282 443 278 20k 126 920 252 12k @;
[”] Name resolution [T Limit to display filter @ @ Endpoint Types

®

In this window, you will be able to see layer 2, 3, and 4 endpoints, which is

Ethernet, IP, and TCP or UDP.
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From the left-hand side of the window you can see (here is an example for the TCP tab):

¢ Endpoint IP address and port number on this host

Total packets sent, and bytes received from and to this host
Packets to the host (Packets A — B) and bytes to host (Bytes A — B)
Packets to the host (Packets B — A) and bytes to host (Bytes B — A)

The Latitude and Longitude columns applicable with the GeolP configured as
described in chapter 10, Network Layer Protocols and Operations.

At the bottom of the window we have the following checkboxes:

e Name resolution: Provide name resolution in cases where it is configured in the
name resolution under the view menu.

¢ Limit to display filter: To show statistics only for the display filter configured on
the main window.

¢ Copy: Copy the list values to the clipboard in CSV or YAML format.

e Map: In cases where GeolP is configured, shows the geographic information on
the geographical map. For GeolP configuration look at chapter 10, Network Layer
Protocols and Operations.

How it works...

Quite simply, it gives statistics on all the endpoints Wireshark has discovered. It can be any
situation, such as the following:

¢ Few Ethernet (even on) end nodes (that is, MAC addresses), with many IP end
nodes (that is, IP addresses)—this will be the case where, for example, we have a
router that sends/receives packets from many remote devices.

¢ Few IP end nodes with many TCP end nodes—this will be the case for many TCP
connections per host. Can be a regular operation of a server with many
connections, and it could also be a kind of attack that comes through the network
(SYN attack).

[144]



Using Basic Statistics Tools Chapter 5

There's more...

Here we see an example of a capture file taken from a network center, and what we can get
from it.

In the following screenshot, we see an internal network where most of the packets go to a
Cisco device, probably a router, and an HP device (1). Then we see several devices with
unresolved MAC addresses (2). Next, we see a broadcast (3) and spanning tree frames (4),
IPv4 and IPv6 multicasts (as we will see in chapter 10, Network Layer Protocols

and Operations, IPv6 multicasts starts with 33:33:00), and in the last line, these frames from
their first six numbers can be one of the presented options—Cisco Discovery Protocol
(CDP), Virtual Trunk Protocol (VTP) or the other three protocols mentioned:

M Wireshark - Endpoints - 25-1-2012 test 1 E=NEERT
Ethernet-21 | IPv4-191 | IPv6-6 | TcP-7428 | upop-22 | _
| Address Packets Bytes Packets A—B BytesA—B PacketsB—A BytesB—A D
Ciscolnc_99:1c:00 274,765 54 M 145945 1M 128820 EER
HewlettP_52:9b:c3 171,752 33M 79800 2aMm 91952 2M
ac:16:2d:75:80:d7 68,789 13 M 32540 6447 k 36249 6790 k
2c:76:82:4e:9d:67 19,050 3364 k 9395 2492 k 9655 872k
ac:16:2d:75:65:5f 15,871 4679 k 7819 3759 k 8052 920k |-
Tp-LinkT_82:29:ce 3,880 2496 k 1795 833k 2085 1662 k
Broadcast 594 53k 0 0 594 53k
Spanning-tree-(for-bridges)_00 15 24k 0 0 415 24k
00:0f:34:d1:ea:e 283 18k 250 16k 33 1980
Wistronl_ze:77:69 273 45k 273 45k 0 0
Ciscolnc_dl:ea:d8 158 11k 137 9816 21 1260
IPvdmcast_7f:ff:fa 84 23k 0 0 84 23k
33:33:00:01:00:02 @ 65 10k 0 0 65 10k
00:0f:34:d1:eaicc 64 4638 55 4098 9 540
CDP/VTP/DTP/PAGP/UDLD () 59 9126 0 0 59 9126 ~
N -
[¥] Name resolution [T Limit to display filter Endpoint Types
Copy ~ Map [ Close J [ Help ]
[ = —— = == .

In the next capture file example, taken from a connection to the internet, we see that most of
the packets to the internet, 13,031 packets, are sent to the IP address 54.230.47.224:
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Ml Wireshark - Endpoints - CAP_05_05 E=SREER

Ethernet* 14 | IPv4-460 | IPvé+2 | Tcp-1569 | UDP:57
Address Packets Bytes Packets A—B BytesA —B PacketsB—A BytesB—A Latitude Longitude *
10.0.10.140 87,981 47TM 38382 7403 k 49599 40M - -
|1 54.230.47.224 13031 10M 8402 10M 4629 517k - - |
62.219.186.7 4,169 522k 2068 360 k 2101 162k - -
19211510635 4143 506k 2042 343k 2101 162k - -
19218548133 3,008 2729 k 1958 2652 k 1050 Tk - -
212179.154.241 2,681 1827 k 1685 1700 k 996 126k - -
81.21831.176 2,531 2026 k 1550 1708 k 981 317k - -
9212213230 2,216 1859 k 1323 1722 k 893 137 k - -
81.21831.177 1,594 1043k 786 500 k 808 452k - -
82.80.216.232 1,490 1356 k 975 1324 k 515 32k - -
173194112183 1,278 497k 767 423k 511 Bk - -
84.95.150.21 1,244 665k 678 495 k 566 170k - - )i
[ Name resolution [] Limit to display filter

ooy ~J[ mp ][ cose J[ rneo |

When we try to figure out this website, and we try to simply write its IP address in our
browser, we will get errors for both HTTP and HTTPS. We can see this in the following
screenshot:

J ERROR: The request could not .. % \+

€ )0 S23047224 (]

ERROR 54.230.47.224

The request could not be satisfied.

HTTP access to ]

Bad request.

Generated by cloudfront (CloudFronc) [ — x \4.
Request ID: k176gDJZp6sDO_iwfxnkl)_2Dt¥iudlznkd fnfIRLxabuld

hitps//54.23047.224

# Your connection is not secure

HTTPs access to
54.230.47.224

The owner of 54.230.47.224 has configured their website improperly. To
protect your information from being stolen, Firefox has not connected to this
website.

Learn more...

Report errors like this to help Mozilla identify misconfigured sites
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So, in order to see this website, we will use the Name resolution button, and then:

1. Asin the following screenshot, we see the DNS translation for the address. To see
translated addresses you need first to mark View | Name Resolution | Resolve
Network Addresses, and then to refresh the host table:

' - Endpoints- . - (o] e |
M Wireshark . Endpoints CAP0504 PR — i & S =
| Ethernet - 14 [ 1Pv4-460 | Pve:2 | TCP-1569 | upp-57 | _
Address Port Packets Bytes PacketsA—B BytesA—B PacketsB—A BytesB—A Latitude Longitude -
I |dszm9naixq§prn.cloudfront.net 80 13031 10M 8402 10M 4629 517 k - - I
masgenat-aharon.co. | B0 3008 218k T35 52 k 1050 Tk -
toolbarqueries.l.google.com 443 2634 1819k 1664 1698 k a70 121k -
239.g.akamai,net 80 2,531 2026 k 1550 1708 k 981 317k - !
10.0.10.140 61595 2,326 1656 k 841 98 k 1485 1557 k - -
€974.g.akamaiedge.net 80 2216 1859k 1323 1722 k 893 137k - - |
10.0.10.140 62491 2,003 1628 k 707 78 k 1296 1550 k -
10.0.10.140 55805 1,961 1587k 693 Tk 1268 1508 k - - '
i| 10010140 64700 1,950 1573 k 688 76 k 1262 1497 k - - |
10.010.140 64732 1,846 1502 k 649 T2k 1197 149k - -
10.0.10.140 55931 1,840 1497k 646 Tk 1194 1426 k - - =
[¥] Name resalution [ Limit to display filter Endpoint Types
-4~ (copy =] [ map ][ cose J[ neb ]|
)

Some windows in Wireshark refresh automatically when the operation
you make requires it, and some not. In our case, in version 2.0.3, it does
not. In this case, you can simply check the Limit to display filter checkbox
and the window will be refreshed. Then, if you don't need the filter,
uncheck it.

2. Right-click on the line with the host you want to check, choose Apply a filter |
Selected, and go to the main Wireshark window.
3. In the main Wireshark window, go to the Packet Detains pane. Click on the

address with the name you want to copy. Choose Copy | Description. You can
also use Ctrl + Shift + D:
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Ethernet II, Src: 10.0.10.138 (c4:a8:1 Apply as Filter » 1 4e:3¢c:8d (e8:94:f6:4e:]
+« Internet Protocol Version 4, Src: dszm{  PrepereaFilter ' 54.230.47.224), Dst: 18
e1ee .... = Version: 4 oSN e '
Colorize with Filter L]
.... 8101 = Header Length: 20 byte R -
Differentiated Services Field: ® — S PR
Total Length: 1400 o okt Bt ottt e
Identification: exf971 (63857) w;apmmig. |:> :i:[j:t::nklcchdiuhms —
Flags: €x@2 (Don't Fragment) A Field Name Ctrle ShiftF
Fragment offset: @ R > Value Ctrls Shift=¥
Time to live: 5@ As Filter CtrlShift=C

Decode As...
Protocol: TCP (6) _

Header checksum: @xcebc [validation ¢ ot e .5 Hex Durmp
Source: dszm9ngjxq8pm.cloudfront.net (51_239 47, 224) ? .25 Printable Tt

Bytes a5 Hex + ASCH Dump
ed Pack

.85 3 Hex Stream

Destination: 1©.©.10.14€ (1©.8.1@.148)
[Source GeoIP: Unknown]

...a5 Raw Binary

[Destination GeoIP: Unknown]
Transmission Control Protocol, Src Port: 88 (8e), Dst Port: 56587 (56507), Seq: 1, Ack:

4. Copy the value without the IP address to your web browser, and you will get the
required website:

J €D Society6 | Affordable Art Pr... % | +
“ Mdszmgngjxqs;)m.cIoudfront.netW

With the DNS name, the website will come up.

Using the statistics - HTTP menu

In this recipe, we will learn how to use HTTP statistical information of the data that runs
over the network.

Getting ready

Start Wireshark, click on Statistics.
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How to do it...

To view the HTTP statistics, click on the Statistics menu and choose HTTP. The following
window will appear:

M *Microsoft: Wireless Network Connection
File Edit View Go Capture Analyze | Statistics | Telephony Wireless Tools Help

A = @ LERE R &H Capture File Properties R ¥
I |\ v a display filter ... <Ctrl-/> Resolved Addresses
No. Time Source Protocol Hierarchy Destination
1 ©.000000 1@,  Conversations '239.255.255.250
| Endpoints
2 1.272156 Saf——— ] adcast
t 3 3.621397|_T1.:; e R 220 2EE 9EE_25Q
Packet Counter
- 4.344126 / HTTR? P
5 6.021271 10.  sumetime Lond Dictibution | - 250
6 7.313569 San ONC-RPC Proara: N
e ____»—-,";‘;——r""‘"’ R roadr ot
— ANCP : —
- Frame 1: 175 bytes (¢  gachet » £8), 175 bv+
E+haoarnat+ TT CSrer e« Ly Colle i i

In the HTTP menu, we have the following:

¢ Packet Counter: Provides us with the number of packets to each website. This
will help us see how many requests and responses we've had.

¢ Requests: To see request distribution to websites.
e Load Distribution: To see load distribution between websites.
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Viewing packet counter statistics:

1. Choose Statistics | HTTP | Packet Counter.
2. The following window will open:

‘ Wireshark - Packet Counter . wireshark, _pcapng_SSDFElFI-OFDB-46E3-8ﬁ-€5304€45588A_20160615... lﬂﬂu
Topic / Item ‘ Count Average Minval Maxval Rate(ms) Percent Burstrate Burst start
4 Total HTTP Packets 414 0.0076 100%  0.3700 27.646
Other HTTP Packets 0 0.0000 000% - -
4 HTTP Response Packets 2097 0.0038 50.48% 0.1900 27.667
777 broken 0 0.0000 000% - -
Sxc Server Error 0 0.0000 000% - -
It 4 4xc Client Error 3 0.0001 144%  0.0200 35333
| 408 Request Time-out 3 0.0001 100.00% 0.0200 35333
4 3¢ Redirection 10 ™= Responses 0.0002 4.78%  0.0100 27.403 "
304 Not Modified 10 0.0002 100.00% 0.0100 27403
4 2xc Success 196 0.0036 93.78% 0.1900 27.667
| 204 No Content 14 0.0003 714% 00200 33.769
200 OK 182 0.0033 92.86% 0.1900 27.667
1w Informational 0 = 0.0000 000% - -
4 HTTP Request Packets 205 0.0038 49.52% 0.1900 27.646
| POST 9 Requests 0.0002 439%  0.0500 63.872
GET 196 0.0036 95.61% 0.1900 27.646
|| Display filter: Enter a display filter ...
[ Copy l [ Save as... ] I Close ]

This window displays the total number of HTTP requests and responses.

3. In order to see HTTP statistics for a specific node, you can configure a filter to it,
using a display filter format. This can be configured in the Display filter
window.
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Viewing HTTP requests statistics:

1. Choose Statistics | HTTP | Requests. The following window will appear:

M Wireshark - Requests - wireshark_pcapng_S5DFELF7-OFDB-46E3-8D48-C5804C45588A_2016061

L

RN e e R e e L R e R L N

[Topiclltem

> www.checkpoint.com

* o Www.avaya.com

> wac.6a25.edgecastcdn.net
> vl.ff.avast.com

» vassgldl.ocsp.omniroot.com
* us-u.openx.net

> trc.taboola.com

> tracking.dsmmadvantage.com
» tracker.marinsm.com

» tools.cisco.com

> tags.tiqcdn.com

> tags.bluekai.com

> tags.bkrbi.com

> tco

> sync.mathtag.com

» su.ffavast.com

» statse.webtrendslive.com
> ss.symed.com

> sp.analytics.yahco.com

> socialmedia.cisco.com

> service.maxymiser.net

4 scripts.demandbase.com

L, 1, 77 T, T S

v Known site

? Unknown site

Display filter: Enter a display filter

'

[ Copy Hsaveas...][ Close

2. To get statistics to a specific HTTP host, you can set a filter http.host
contains <host_name> or http.host==<host_name> (depends if you need a
hostname with a specific name or a hostname that contains a specific string), and
you will see statistics to this specific host.

3. For example, configuring the filter http.host == www.ndi-com.com, you will
get the statistics to the website of www.ndi-com. com (in the following

screenshot):
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M Wireshark - Requests - wireshark_pcapng_SSDFELF7-0FDB-46E3-8D43-CSE04C455B8A_20160619180527_a33640 [o o=

|'lopic / tem Count Average Minval Maxval Rate(ms) Percent Burstrate Burst start
4 HTTP Requests by HTTP Host 74 0.0030 100%  0.0700 2063
www.ndi-com.com (5 0.0025 8243%  0.0700 22063
ping.chartbeat.net 0.0000 135%  0.0100 97
0.0000 135%  0.0100 0.213

ocspdigicert.com
00000  135% 00100 21089

jslog.knnd.net
iZ.cdn.tumer.com 0.0002 811%  0.0100 0435

o e e e

afs.moatads.com . 0.0001 405% 00100 4.396 i
3aLestempstatus Ml Witeshark - Requests - wireshark_pcapng_5SDFE1F7-0FDB-46E3-8D45-C5B04CAS5BEA_20160619180527.a33.. e b e
Display fiter: Enter a dsplay filter Topic / ltem Count Average Minwval Maxval Rate (ms) Percent Burstrate Burststart
4 HTTP Requests by HTTP Host 61 0.0146 100% 0.0700 22063
www.ndi-com.com 61 0.0146 100.00% 0.0700 22.063

With Display fiter:  http,host= mwww.ndi-com, com
filter [ Copy | [ saveas.. |[ close |

To see load distribution to the web or a specific website:

1. Choose Statistics | HTTP | Packet Load Distribution.
2. The following window will appear (narrowed down for explanation):

M Wireshark - Load Distribution - wireshark_pcapng_SSDFE1F7-OFDB-46E3-8D48-C5804CA55B8A_201606202108... (sl (=l o

Count Average Minval Maxval Rate(ms) Percent Burstrate Burststart
0.0043 100% 0.0800 44,073
226 0.0043 100% 0.0800 41.412
226 0.0043 100.00% 0.0800 41.412
226 0.0043 100.00% 0.0800 41.412

Topic / Item
» HTTP Responses by Server Address 224
4 HTTP Requests by Server
> HTTP Requests by Server Address
b HTTP Requests by HTTP Host

Display filter: Enter a display filter ...

§

o) ([omvemee] |

3. When opening the table items, you get the list of servers by:
e IP address

e Server address
e HTTP hostname

In chapter 12, FTP, HITP/1, and HTTP/2, you will see how to use these tools for HTTP
analysis.
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How it works...

When we open a website, it usually sends requests to several URLs. In this example, one of
the websites we opened was www . cnn. com, which forwarded us to edition.cnn.com. In
view of this, we have sent several requests to the root URL for breaking news and to two
other locations on the home page.

There's more...

For deeper HTTP analysis, you can use specific-purpose tools. One of the most common
ones is Fiddler. You can find it at: nttp://www.fiddler2.com/fiddler2/.

Fiddler is a software tool developed for HTTP troubleshooting, and therefore it provides
more data with a better user interface for HTTP.

Configuring a flow graph for viewing TCP
flows

In this recipe, we will learn how to use the flow graph feature.

Getting ready

Open Wireshark, click Statistics, and choose Flow Graph around the middle of the statistics
menu.

How to do it...

Choosing flow graph, the following window will open:
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- —_— — —
‘ Wireshark - Flow - wireshark_pcapng_55DFE1F7-0FDB-46E3-8048-C5804CA45568A_20160628130231_a21920 - @E&
Source 10.0.0.5 77.234.41.58 80.178.103.10 =
port 54.231.114.74 54.231.98.144 D-linkCo_16:09:78
0.000000%\ 31788 wm Destination TCP: 31788 — 80 [RST, ACK] Seq=1 Ack=1 Win.
0.144751 port 1 1 TCP: 31790 — 80 [SYN] Seq=0 Win=8192 Len=0
0.368605 i | TCP: 80 — 31790 [SYN, ACK] Seqm0 Ackm1 Win...
0.368788 | ! TCP: 31790 — 80 [ACK] Seg=1 Acks1 Win=6679_.

0.378914  317e0 POST /vliwuch HTTRILL (8 ! ' HTTP: POST Jwlhtouch HTTP/LY (applicationfe-enc)
Y 0604326 31730 (§0.= 31750 [ACK] Sdant Acks1031 Win 'so ! ' TCP: 50 — 31750 [ACK] Seq=1 Ack=1031 Win=6_.

0.605118 31790 [JTTP/L1 200 OK (appicationjoctet-sweam)i g HTTP: HTTP/L.1 200 OK (applcation/octet-stream)

0605342 3790 31750 80 [FIN, ACK] Seo=1031 Ack= 1» % i i TCP: 31790 — 80 [FIN, ACK] Seq=1031 Ack=14..
0.605415 31790 S0 31790 [FIN. ACK] Seo=148 Ack=10. : ! TCP: 80 — 31790 [FIN, ACK] Seq=148 Ack=103...
! '
0.605444  317%0 w&w 80 TCP: 31790 — 80 [ACK] Seq=1032 Ack=149 Win.
0828302  317% 5? = 31750 [ACK] Seg=143 Ack=1032 Wi..i gy i i TCP: 80 — 31790 [ACK] Seqe149 Ack= 1032 Win
13.829015 31786 | GET /net.oz HTTR/LL, 80 ! ] HTTP: GET fnet.oz HTTR/LL
14.000707 31786 - [TCP sagment o s reassambled POU] 80 ! ] TCP: [TCP segment of a reassembled PDU]
4 m
Packes 5: HTTP: POST Jvl/bouch HTTR/1.1 (appdication/eenc) @
l Show: |All packets v Flow type: |AlFlows v | Addresses:
saveds.. |[ coss || hHep |

In the window, we see the packet time on the left, the originating and destination addresses
of the packets, as well as the port numbers on the two sides of the flow arrows.

Clicking on one of the session arrows will bring you to the packet in the Wireshark main
window packet list pane.

You can choose from several options in the flow graph window:

e Show all the captured packets or just displayed packets, filtered by display filter.

e Show all flows or just TCP flows. This will show only TCP operation, for
example, in HTTP requests it will show that it is a TCP PUSH (explained in
Chapter 12, FTP, HTTP/1, and HTTP/2), and the fact that it is an HTTP GET

command.

¢ Show any type of address, for example MAC addresses, or only network
addresses (practically, this will show only IP addresses).

How it works...

Simply by creating simple statistics from the captured file.
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There's more...

Understanding TCP problems is sometimes quite complex. The best way to do it, most of
the time, is to use graphical software that has a better graphical interface, or simply take a
piece of paper and different colored pens and draw it yourself.

Friendly software that can do the job includes the Cascade Pilot package from the
developers of Wireshark: http://www.riverbed.com/us/products/cascade/wireshark_

enhancements/cascade_pilot_personal_edition.php.

You can see an example of a self-made graph in the following diagram:

S.IP: 10.0.0.5 D.IP: 77.234.41 58
S Port: 31790 D.Port: 80

Frame 2, SYN, SEQ=0, ACK=0

Frame 3, SYN-ACK, SEQ=0,ACK=1
Frame 4, ACK, SEQ=1, ACK=1

Frame 5, PSH-ACK, HTTP-POST SEQ=1, ACK=1

»
Ld

v

Frame 6, ACK, SEQ=1, ACK=1031
Frame 7, PSH-ACK, HTTP-200{QK), SEQ=148, ACK=1031
Frame 8, FIN-ACK, SEQ=1031,ACK=148

FY

x

v

Frame9, FIN-ACK, SEQ=148,ACK=1031
Frame10,ACK, SEQ=1032, ACK=149
Frame 11, ACK, SEQ=149, ACK=1032

x

You can clearly see how a TCP connection is set (frames 2-4), how the client 10.0.0.5
sends the HTTP POoST command and gets 200 (OK) from the server 77.234.41.58 (frames
5-7), and how a connection is orderly closed (frames 8-11).

We will see more of these self-made graphs later in chapter 12, FTP, HTTP/1, and HTTP/2,
and in other applications chapters. After a few graphs, you will know this like the back of
your hand.

[155 ]


http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php
http://www.riverbed.com/us/products/cascade/wireshark_enhancements/cascade_pilot_personal_edition.php

Using Basic Statistics Tools Chapter 5

Creating IP-based statistics

In this recipe, we will learn how to create some IP-based statistics. IP statistics are actually
several tools based on the same data, that is, source and destination IP addresses, and the
packets that are sent between them.

Getting ready

Open Wireshark and click on the Statistics menu. Right at the bottom of the Statistics
menu, we see the following statistics tools:

e JPv4 Statistics
e IPv6 Statistics

The following displays the options under the IPv4/IPv6 statistics sections:

o All Addresses

¢ Destinations and Ports

e IP Protocols Types

e Source and Destinations Addresses:

-

!4 test 002 - From ganey 07-NOV-2012.pcapng

ﬂ

File Edit View Go Capture Analyze | Statistics I Telephony Wireless Tools H
A nm @ L RE R &= Capture File Properties h All Addresses
[ [tep.stream eq 106 Resolved Addresses Destinations and Ports
No. Time T Destpati " IP Protocol Types
1650 25.842654 1Pv4 Statistics ‘] 192. Source and Destination Addresses
1652 25.86486¢€ IPv6 Statistics vl 10.1
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How to do it...

To get the statistics, follow these steps:

To get all IP addresses:

1. Go to Statistics | IPv4 Statistics | All Addresses.
2. Alternatively, go to Statistics | IPv6 Statistics | All Addresses. The following
window opens:

Topic / Item Count Average Minval Maxval Rate (ms) Percent Burstrate Burst start -
4 All Addresses 73977 00944  100% 12400 255625 J

7814117918 16 0.0000 0.02%  0.0100 377479
7814117917 12 0.0000 002%  0.0100 53.509
7814117916 24 003% 00100 159.466
7814117915 24 Display 0.03%  0.0100 217.494
7814117914 24 filter 003%  0.0100 318.464
7814117913 2

Display ﬁltzf:[ Enter a display filter ~ ][ Apply ]

3. So far, it is obvious. The interesting stuff here is that you can configure a filter, for
example (in this example), the filter tcp.analysis.retransmission shows us
that most of the retransmissions are to the address 10.10.10.30 and there are
1,262 retransmissions to this address:

Topic / Item
4 All Addresses
10.10.10.30

111.221.74.34
111.221.77.141

172 2014 00

213.199.179.145 30

Count Average Minval Maxval Rate(ms) Percent Burstrate

1286
1262 44—

26
24

23

0.0016
0.0016
0.0000
0.0000
0.0000

nnnnn

100%
98.13%
2.33%
202%
1.87%

1719

0.1000
0.0500
0.0100
0.0200
0.0100

nNinn

Burst start
409.839
6.251
29129
666.554
31.148

WAL

-

Display ﬁter:[ tep.analysis.retransmission ]—

[157]

Apdvl

[ Copy

} I Save as... l [

Close




Using Basic Statistics Tools Chapter 5

4. There are other tools that can show us the same information, for
example, Statistics | Conversations, which we talked about earlier in this
chapter, or simply use display filters on the main Wireshark window.

To get IP and TCP/UDP destinations statistics:

1. Go to Statistics | IPv4 Statistics | Destinations and Ports.

2. Alternatively, go to Statistics | IPv6 Statistics | Destinations and Ports. The
following window is where you choose the filter you want to use, for
example, tcp.analysis.zero_window, as in the following screenshot:

M Wireshark - Destinations and Ports - test 002 - From ganey 07-NOV-2012 it ’ lﬂg&
‘ Topic / Ttem Count Average Minval Maxval Rate(ms) Percent Burstrate Burst start
4 Destinations and Ports 33 0.0002 100%  0.0200 143.639
4 192.168.200.3 33 0.0002 100.00% 0.0200 143.639 |
4 TCP 33 0.0002 100.00% 0.0200 143639
1433 33 < 0.0002 100.00% 0.0200 143.639
Display ﬁlter:[ tcp.analysis.zero_window ]— | Apply
Copy } I Save as... ] [ Close ]

To get IP protocol types:

1. Go to Statistics | IPv4 Statistics | Protocol Types
2. Alternatively, go to Statistics | IPv6 Statistics | Protocol Types

Nothing much to get from here.
To get IP source and destination addresses:

1. Go to Statistics | IPv4 Statistics | Source and Destination Addresses

2. Alternatively, go to Statistics | IPv6 Statistics | Source and Destination
Addresses

Nothing much to get from here either.

The file that was presented as an example here is CAP_05_08.
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How it works...

It works simply by creating statistics over the captured file.

There's more...

There are various options in Wireshark that give you quite similar statistics; these are
conversations, protocol hierarchy, and endpoints that were discussed at the beginning of

this chapter. You can use them in conjunction with the previous.
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In this chapter, we will learn about the following topics:

¢ Configuring I/O graphs with filters for measuring network performance issues
e Throughput measurements with I/O graphs
e Advanced I/O graphs configurations with advanced y axis parameters

¢ Getting information through TCP stream graphs — time/sequence (Steven's)
window

e Getting information through TCP stream graphs — time/sequence (TCP-trace)
window

¢ Getting information through TCP stream graphs — throughput window
¢ Getting information through TCP stream graphs — round-trip-time window
¢ Getting information through TCP stream graphs — window-scaling window

Introduction

In chapter 5, Using Basic Statistics Tools, we discussed the basic statistical tools—that is, the
list of end users, list of conversations, the capture summary, and others. In this chapter, we
will look at the advanced statistical tools—the I/O graphs, TCP stream graphs, and, in brief,
also UDP multicast streams.
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The tools we will talk about here enable us to have a better look at the network. Here, we
have two major tools:

e The I/O graph, which enables us to view statistical graphs for any predefined
filter—for example, the throughput on a single IP address, the load between two
or more hosts, application throughput, TCP phenomena distribution, time
between frames, time between TCP sequence numbers and acknowledgement,
and more.

e TCP stream graphs. In examining these, we will have a deeper look at a single
TCP connection, and learn how to isolate TCP problems and what causes them.

Wireshark Version 2 has significantly improved the I/O graphs and the TCP stream graphs.
In this chapter, we will learn how to use the tools; we will need them for deeper protocol
analysis in the chapters that deal with protocols.

Configuring I/O graphs with filters for
measuring network performance issues

In this recipe, we will learn how to use the I/O graph tool, and how to configure it for
network troubleshooting.

Getting ready

Under the Statistics menu, open the I/O graph. You can do this during an online file
capture or on a file you've captured before. When using the I/O graph on a live capture, you
will get live statistics on the captured data.

How to do it...
Run the I/O graph, and you will get the following window:
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[ & Wireshark - 10 Graphs - CAP_1674_06.01 E=E—
Wireshark I0 Graphs: CAP_1674_06_01
1200
1000
. 800
£ 00l
% Graph area f
| o 1]
o
m =
' w/
0 Graphs : : : :
0 135 180 225 270
parametersbar Time (s)
No packets in interval (55).
Name Display filter vV Color  Style Y Axis Y Field Smoothing N N
| @] All packets H Packets None Logarithmic
| ) scale
Filtersarea
E] Mouse @ drags 200ms Interval ["] Time of day [ Log scale Reset

|[SaveAs...H copy | [ Cose || bep |
= i S
X-Axis time Time of Action
interval day buttons

On the upper part of the window, you see the graph area. On the lower-left side, you have
the filters area, which enables you to configure display filters that will enable specific
graphs. The default, as you can see in the preceding screenshot, is packets per second on the
y axis and time in seconds on the x axis.

Add/Delete
graphs

You can configure the following parameters for the window's display:

e The +/- and copy buttons in the lower-left corner of the window are used to
add/delete and copy graphs.

¢ Use the mouse usage checkboxes to drag or zoom. You can drag a graph across
the window and use the zoom function to zoom in or out. Use the Reset button in
the lower-right corner of the window to go back to the initial window state.
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On the x axis, you can configure the parameters in the following ways:

e Choose the Interval. The scale can be between 1 millisecond and 10 minutes

If, for example, we get a peak of 1,000 packets/second when the x axis is

received 1,000 packets. When we change the x axis to a 0.1 second interval,

8 configured with a 1 second interval, it means that in the last second, we've

the peak will be different because now we can see how many packets were
captured in the last 0.1 seconds.

e Mark the Time of day checkbox for choosing the time of day format instead of
the time since the beginning of capture

On the y axis configuration, you can make the following change:

e Mark the Log scale checkbox to see the graphs in logarithmic scale

Graph configuration:

e In the graph window, you can add/delete/copy and change graphs. Simply go
through the following steps:

1.

When you start the I/O graphs, all packet graphs are presented by
default.

To add an additional graph with a filter, click on the + sign in the
lower-left corner of the I/O graph window. A new line will be added.
Give the graph a name in the Name column.

Configure the required filter in the Display filter column. As the name
indicates, the filter is in display filter syntax with autocomplete.
Configure (or leave as default) the Color and Style columns.

In the Style column, you can configure the Line, Impulse, Bar, Stacked
bar, Dot, Square and Diamond parameters. Line, for example, is good
for a traffic graph, while Dot is suitable for event graphs such as TCP
analysis, retransmission, duplicate ACK, or others.

Choose Smooth if you want to see the running average—that is, when,
in every tick-interval, you see the average of the past ticks. You can
choose values from 4 to 1024, to smooth the graph.
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In the following example, CAP_1674_06_02, you see a traffic graph with all packets,
tcp.analysis.duplicate_ack,and tcp.analysis.fast_retransmission filters:

Ml Wireshark - IO Graphs - CAP_1674_06_02 [ ) o]
Wireshark I0 Graphs: CAP_1674_06_02
15t
st Jo, JO,
I |ﬂ|
I I|I
| ol f I
[ | I
NE ."‘ | [ 1
i1 =
% |75 1 [ Iu' | M I
| 2 | @ | |I | '.I A |
|| 2 — [ od [ [ f\ |
; ) [ [\ [\
| 7\ 77 [+ [ Al |
/ \ J,-"’ | f | | \ [
/ \ |I QL | [oid [\
25 / \ [\
T e e a7 O R SY
J/ \ [
/ \ 1N / o] foo--\ [\
0 fe—d = = = = LH—‘ . O =] L—.—.—.—d o o e o o o 4 O L \'—.—.—.—.—J 2 & ® ® @ ® ®
L 1 i ; L 1 L
52.5 52.56 52.62 52.68 52.74 52.8 52.86
Time ()
N packees in interval (52,915
Neme Display filter Color Syl ¥ Auis ¥ Field Smoothing
|[#] All packets [ ] Line Packets None
7| Duplicate Ack tep.analysis.duplicate_ack [} Dot Packets None
|¥| Fast Retransmissions  tcp.analysis.fast_retransmission . Square Packets MNene
b L [;] i Mouse @ drags () zooms interval [10ms ) Time of day Leg scale Reset ]
| [ cony J[ Gose ][ b |

In the example, you can see that the x axis scale is in 10 ms (milliseconds) and the y axis
scale is in packets/10 ms. In the first graph, All packets is the total traffic without any filter

presented with a Line style; the second graph using the filter
tcp.analysis.duplicate_ack is presented using a Dot style, and the third graph with

the filter tcp.analysis. fast_retransmission is presented with a Square style. The
graph is presented with a zoomed-in focus on the time between 52.5 to 52.86 seconds since

the beginning of capture.

The traffic starts with a peak of 6 packets per 10 ms (1) from 52.53 to 52.54, and the next two
peaks are of 12 packets per 10 ms (4 and 9).

For duplicate acknowledge, we see one event at 52.61 seconds (2), six events at 52.62
seconds (3), two events at 52.68 seconds (5), and two more at 52.69 seconds (6), and at 52.60
seconds, we see five duplicate ACK (8) events and one fast retransmission event (7).
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As we can see from the following screenshot that an event at a specific time means that the
event that happened at the time specified—for example, six events at the time 52.62 means
that six events happened at the time 52.62:

M CAP_1674_06_02.pcapng ‘ — - - llEl

Fle Edt Yiew Go Copture Analyze Statistics Telephony Wieless Jook Help -

am @ BE o= FTaSEaaan

W [ tep.analyss. fagt 10 analyss. dupheate_ack [<] | Expressicn *

no. Time Length | mfo
15195 | 52.616508 . 254 66 [TCP Dup ACK 15193#1] 30446-443 [ACK] Segq=1 Ack=14441593 Win=65340 Le
15197 | 52.623252 (10.0.0.10 178.79.211.254 66 [TCP Dup ACK 15193#2] 304f6-+443 [ACK] Seq=1 Ack=14441593 Win=65340 Le
15199 | 52.623656 |10.0.0.10 178.79.211.254 66 [TCP Dup ACK 15193#3] 30446+443 [ACK] Seq=1 Ack=14441593 Win=65340 Le

15201 | 52.624777 |10.4¢Y 1.254 66 [TCP Dup ACK 15193#4] 304(6-+443 [ACK] Seq=1 Ack=14441593 Win=65340 Le

ix Duplicate Ack event (3)

15203 | 52.625277 (10.0.9.10 5.73.211.254 66 [TCP Dup ACK 15193#5] 304¢46+443 [ACK] Seq=1 Ack=14441593 Win=65340 Le
15205 | 52.629734 |10.0.0.10 178.79.211.254 66 [TCP Dup ACK 15193#6] 30446443 [ACK] Seq=1 Ack=14441593 Win=65340 Le
15207 | 52.629967 (10.0.0.10 178.79.211.254 66 [TCP Dup ACK 15193#7] 30446-+443 [ACK] Seq=1 Ack=14441593 Win=65340 Le

15209 | 52.685238 |10.4
15211 | 52.685303 [10.

.254 66 |[TCP Dup ACK 15193#8] 304d6+343 [ACK] Seq=1 Ack-14441593 Win=65340 Le
.254 66 |[TCP Dup ACK 15193#9] 30446443 [ACK] Seq=1 Ack=14441593 Win=65340 Le
15213 ['52.694617 | 10. Cpufepmmmmpgueieg 1254 66 |[TCP Dup ACK 15193#10] 30466+443 [ACK] Seq-1 Ack=14441593 Win-65340 L
15215 | 52.694848 |10.4d 1.254 b6 [TCP Dup ACK 15193#11] 30466+443 [ACK] Seq=1 Ack=14441593 Win=65340 L
15217 | 52.700802 |10.6.0.10 178.79.211.254 74 |[TCP Dup ACK 15193#12] 30466+443 [ACK] Seq=1 Ack=14441593 Win=65348 L
15218 | 52.700975 |178.79.211.254  10.0.0.10 1506 |[TCP Fast Retransmission] [Encrypted Data
15221 | 52.702517 |10.4 66 [TCP Dup ACK 15219#1] 30446+443 [ACK] Seq=1 Ack=14459017 Win=65340 Le
15223 [ 52.702987 |10. (NUNRNIRIMIRIIMRIRISIN o | [TCP Dup ACK 1521942] 304d6-443 [ACK] Seq=1 Ack=14459017 Win-65340 Le
15225 | 52.707335 |10, BENPLSS 6 [[TCP Dup ACK 15219#3] 304d6-443 [ACK] Seq=1 Ack=14459017 Win=65340 Le
15227 | 52.707979 110.0.0.10 178.79.211.254 66 [TCP Dup ACK 15219#4] 30446-443 [ACK] Seq=1 Ack=14459017 Win=65340 L&

W b

g q 1
Six Duplicate Ack event (5) 1

Five Duplicate Ack event (8) and

Later, in the chapters dealing with protocols, we will see the importance of the accuracy we
talked about here, and where and when to use it.

How it works...

The I/O graph feature is one of the important Wireshark tools that enable us to monitor
online performance along with offline captured file analysis.

When you are using this tool, the important thing to remember is to configure the right
filter with the right x axis and y axis parameters.

There are two types of parameters that we can measure in the y axis. The first type is the
numeric parameter—packets, bytes, and bits that are measured in relation to the time scale
in the x axis. As shown in the following screenshot, the second type of parameter is SUM,
COUNT FRAMES, COUNT FIELDS, MAX, MIN, AVG, and LOAD, which are used for
counts in which the y axis does not necessarily display a number, as described in the section
on advanced I/O graph configurations with advanced y axis parameters later in this
chapter:
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Time (s)
Qlick to select packee 2621 (1285 = 12).
Name Display filter Colo Style Y Axis Y Field Smoothing

.: | All packets Line None
I | Download ip.dst==10.0.0.10 m Packets vl citerafel |None
[¥] Upload ip.sre==10.0.010 Line None

Bytes

Bits .
] E] Mouse @ drags (' zooms SUM(Y Field) z] =
COUNT FRAMES(Y Field)
COUNT FIELDS(Y Field)
——— MAX(Y Field)
MIN(Y Field)
AVG(Y Field)

Another important feature to bear in mind is the smoothing column to the left of the
window, as shown in the following screenshot. The term smoothing means that it will not
graph the value per sample, but will accumulate the latest 10, 20, 50, 100, and 200 samples,
build an average of those readings, and graph this average (of 10, 20, 50, 100, and so on):

Click 1o sadect packee 688 (215 = 125).

Name Display filter Colo Style ¥ Auis ¥ Field Smeothing

"] Al packets B tne Packets None

Download ip.dst==10.0,0.10 [tine  ~][Packets

[¥] Upload ip.src==10.0.0.10 Line Packets

E Mouse @ drags () zooms
500 interval SMA ——
|1000 interval SMA

As we will see later, this can be used for bandwidth/throughput measurements.
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There's more...

To see the list of shortcuts for the I/O graph window, place your mouse on the space
between the graph window and the filter window:

of L LA BTN VLM AT UL
| 1 I 1 I !
1] 120 180 240 300 360
Time (s)
I:x'f& t0 select packer 1538 (645 = 45). e I
hlamg Display filter | yaluable and amazing time-saving keyboard shortcuts Smoothing
[T] All packets +  Zoomin Mone
Download ip.dst==10.0.0.1 - Zoom out L
Upload ip.sre==10.00.1 x  Zoomin X axis None
X Zoom out X axis
y  ZoominY axis
E] Mouse Y Zoom out¥ mis [ Time of day [ Log scale
0 Reset graph to its initial state - -
—  Moveright 10 pixels

r

Move left 10 pixels
Move up 10 pixels
Move down 10 pixels
Shift+—Move right 1 pixel
Shift+—Move left 1 pixel
Shift+1 Move up 1 pixel
Shift+1 Move down 1 pixel
g  Goto packet under cursor
z  Toggle mouse drag / zoom

t  Toggle capture / session time origin
Space Toggle crosshairs

In this window, you can change this display in any way you see fit—for example, you can
zoom in/out on the x or y scale, move the cursor, toggle between options, and so on.

Throughput measurements with 1/O graphs

The I/O graph feature is a convenient tool for measuring throughput through the network.
We can use it to measure the traffic and throughput of any predefined filter. In this recipe,
we will see some examples of how it can be used to measure throughput in a network.

Getting ready

Connect your laptop to the network with Wireshark, with the port mirror to the link you
want to measure, as you learned in chapter 1, Introduction to Wireshark Version 2. Start a
new capture or open an existing file, and then open the I/O graphs from the Statistics
menu.
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When measuring the throughput, we can measure it on a communication line between end
devices (PC to server, phone to phone, PC to the internet) or to a specific application:

Line/Port

End device

_\n
\
\

| comection [N

\
Effective application
throughput

\
\

\

\

;;:::ﬂllllﬁ ) |

The process of isolating network problems starts from measuring traffic over a link,

between end devices, or on single connections to see where it comes from.

Some typical measurements are host-to-host traffic, all traffic to a specific server, all traffic
to a specific application on a specific server, all TCP performance phenomena on a specific

server, and so on.

How to do it...

In this recipe, we will provide some basic filters for measuring traffic throughout the

network.

Measuring download/upload traffic

Let's have a look at the next two graphs, in which a PC with an IP address of 10.0.0.10 is
browsing the internet, watching a movie on http://www.youtube.com. The graph is

configured on file CAP_1674_06_03.
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In these two I/O graphs, we have configured two filters:

e The first graph shows all traffic to the IP address 10.0.0.10—this is the
ip.dst==10.0.0.10 filter, colored in red (the upper line). This is the graph of
the download (downstream) traffic.

¢ The second graph shows all traffic from the IP address 10.0.0.10—this is the
ip.src==10.0.0.10 filter, colored in green (the lower line). This is the graph of
the upload (upstream) traffic.

M Wireshark - 10 Graphs - CAP_1674 06 03 - -eew = | B et
Wireshark I0 Graphs: CAP_1674_06_03
1050 -
900 -
l
750 */ |
g 600
Il 2 f
T il
I £ esf! |,‘,
o I ||||
- Il
zo00 b J|| i
1 | | A
| B
[ &
150 /\ 1A /'\
\ ~ .\
oF 1 I 1 ©
0 10 30 70
Time (s)
Hover over the graph for detsi.
Mame Display filter Colo Style ¥ Axis ¥ Field Smoothing
[T Al packets . Line Packets Mane
Downstream ip.dst==10.0,0.10 . Line Packets None
[ Upstream ipsre==10.0.010 B tine Packets Mane
= | % Mouse @ drags () zooms Interval [ Time of day [ Log scale
Save As... ] [ Copy ] I Close ] [ Help ]

In the first graph, we can see that we've measured the traffic when the x axis is configured
to an interval of 1 second, and the y axis scale is configured to packets/second. The results
that we've got show that while the user is watching a movie, the upload is about one half of

the total download:
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M Wireshark . 10 Graphs - CAP_1674_06_03 o | B b

Wireshark 10 Graphs: CAP_1674_06_03
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In the second graph, we can see the traffic in bits/second for watching a movie in a
reasonable quality. In this example, the movie is being watched on
http://www.youtube.com. As you can see, the traffic is 10 Mbits/second for the initial
download (this is when you see the little rounded arrow when you open the movie
window), and 6 Mbits/second when the movie is being watched continuously from that
point on.
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We can also see that the traffic is strongly asymmetric, with most of the traffic coming from
the download. In the following screenshot, you can see why:

Ele Edit View Go Copture Analyze Statistics Telephony Wireless Jooks Help

Adm 8 BB Res=Fos=Eaaan
] oy fits 3 ) Bpresson.. +
No. Time Source Destnation Length Info T
2995 4.527812 10.0.0.10 r2.sn-oxu8pnpvo-id5s.googlevideo.com 54 2236+443 [ACK] Seq=18783 Ack=2704974 Wi
2996  4.527896  r2.sn-oxuSpnpvo-i45s.googlevideo.com  10.0.8.10 | . TN 1506 [TCP segment of a reassembled PDU]
o . Data download
2997  4.528602  r2.sn-oxu8pnpvo-i45s.googlevideo.com 10 cal 15086 [TCP segment of a reassembled PDU]
2998 4.528653 10.90.0.10 Acknowledge {r 3 2236443 [ACK] Seq=10783 Ack=2707878 Wi
2999  4.529601  r2.sn-oxuSpnpvo-idSs.googlevideo.com iia.a.e'_'{é} """"""""""""""" 1506 [TCP segment of a reassembled PDU]
A R Data download
3000  4.529642  r2.sn-oxu8pnpvo-i45s.googlevideo.com 1€ 5 [TCP segment of a reassembled PDU]
3001 4.529665 10.0.0.10 Acknowledge - 2236>443 [ACK] Seq=18783 Ack=2710782 Wi
3002  4.529742 r'2.sn—nxu8pnpv0—1455.gcoglevideo.cnm- ib.@.a.m};;;‘du;;i;; _________________ 1506 [TCP segment of a reassembled PDU]
3083  4.529766  r2.sn-oxu8pnpvo-id5s.googlevideo.com 1€ 5 [TCP segment of a reassembled PDU]
3004 4.529783 10.90.0.10 Acknowledge {r‘ . 2236443 [ACK] Seq=10783 Ack=2713686 Wi
3005 4.530598 rl.sn-oxu&pnpvo-iﬁs.googlevideo.(om- ié'g'aiﬁj}a;ta download 1506 [TCP segment of a reassembled PDU] |
3006  4.530635 r2.sn-oxu8pnpvo-id5s.googlevideo.com 10.6.0.10 | [TCP segment of a reassembled PDU] |
3007 4.530656 10.0.0.10 Acknowledge {r‘ 22362443 [ACK] Seq=10783 Ack=2716590 Wi
| 3068 4.530733  r2.sn-oxufnnnvo-i45s.gooslevideo.com  10.0 1506 [TCP seement of a reassemhled PDIT

Here, we can see that for every two downstream packets from googlevideo.comto
10.0.0.10 there is one upstream acknowledgment, and this is why we see a ratio of 1:2.
On the other hand, when we look at the packet length, we can see that the two packets in
the download traffic are 1,506 bytes long, while the upstream acknowledge packet is a short
54-bytes-long packet.

Measuring several streams between two end devices

To measure the throughput between devices at endpoints, simply configure a display filter
between their IP addresses.

Let's look in the CAP_1674_06_04 file from Statistics | Conversations. In this file, we can
see that the three busiest connections are as follows:

e One connection from a terminal server client 192.168.1.192 to the terminal
serverat 172.30.0.10

e Two connections from the terminal server 172.30.0. 10 to the database server at
172.30.0.22
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In the following screenshot, we can see the Conversations window:

- . T [ — p— S — — =) g

Ik e e SN G e L e (W - =
’E'Ihemet'zs IPv4 - 20 IPvé | TCP*13 | UDP:46 | )
Address A Port A AddressB PortB Pa('kets Bytes Packets A—B BytesA—~B PacketsB —~A BytesB —~A RelStart Duration Bits/sA ~B Bits/sB—-A * |
17230.0.22 57604 172.30.010 M5 2404 6712k 1,469 207k 935 6504 k 49.411792 439194 37k 1184 k
172.30.0.22 58479 172.30.0.10 445 2,361 6579 k 1437 202k 924 6377 k 56.041988 241731 66k 210k
192168.1.192 45214 17230010 3389 972 577k 535 49 k 437 527 k 0027159  93.3264 4227 45 k
172.30.0.22 58480 172.30.0.10 445 14 2169 g 1150 6 1019 56.335311 0.0014 —_— —18
172.300.22 58481 172.30.0.10 445 14 2169 & 1150 6 1019 56341195  0.0041 - -
17230022 58488 172.30.0.10 445 14 2169 8 1150 6 1019 75.573746 0.0015 —_ —_
172300.22 58489 172.30.010 445 14 2169 8 1150 6 1019 75576606  0.0012 — —F
17230022 584390 17230010 80 10 1467 6 838 4 629 93.119882  0.2003 32k 4k |
17230010 52164 1723001 80 7 414 4 228 3 186 9.501447  0.0007 _— —_—
17230010 52169 172.30.01 80 7414 4 228 3 186 44.446011 0.0006 — —
17230010 52176 172.300.1 80 7 414 4 228 3 186 79.393793 0.0006 — —
17230010 52166 172.30.0.4 80 6 354 4 228 2 126 11685983  0.0006 — - f

Name resoluti [7] Limit to display filter [ Absolute start time Conversation Types

The parameters set in the filter fields are as follows:

® ip.addr==172.30.0.22 && tcp.port==57604 && ip.addr==172.30.0.10
&& tcp.port==445

® ip.addr==172.30.0.22 && tcp.port==58479 && ip.addr==172.30.0.10
&& tcp.port==445

® ip.addr==192.168.1.192 && tcp.port==45214 &&
ip.addr==172.30.0.10 && tcp.port==3389
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As we can see in the following screenshot, when we look at the I/O graphs, we can see two
peaks from the terminal server 172.30.0.10 to the database server 172.30.0.22. The
Client-Server Traffic 1 in brown peaks on the right, while Client-Server Traffic 2 in green
peaks on the left:

M Wireshark . 10 Graphs | CAP 16740504 =&
Wireshark I0 Graphs: CAP_1674_06_04
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Name Display filter Colo Style ¥ fis ¥ Fiedd Smoothing
|71 All packets B e Packets HNone
7] MS-TSC ip.addr==192.168.1.192 &B: tcp.port==45214 &8 ip.addr==172.30.0.10 && tep.port==3389 B une Bits Mone
] €5 Traffic 1 ip.addr==172.30.0.22 &8 tep.port==57604 &8 ip.addr==172.30.0.10 && tcp.port==45 B i Bits Hone
| C-5Traffic 2 ip.addr==17230.0.22 && tcp.port==58479 && ip.2ddr==172.30.0.10 && tcp.port==445 . Line Bits Hone
[+] --] |h Mouse (0) drags @ zooms Interval [13ec ~] [T Time of day 17 Log scale Reset
[savens. J[ cooy |[ cose |[ mep

Since the bandwidth of the two bit-streams from the terminal server to the database server
are much higher than the terminal server stream, we don't see the last one on this window
(dashed line has been added to the screenshot). In order to see it, we disable the two higher
bit-stream checkboxes, and what we get is the following:
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Here, we can see that the highest peaks in the terminal server traffic are around 400,000 bits
per second (a dashed line has been added in the preceding screenshot).

Measuring application throughput

In order to configure the performance measurement of a specific application, you can
configure a filter that contains specific port numbers or a specific connection.

There are several ways to isolate an application graph:

e In the captured data, click on any packet that belongs to the traffic stream. In

TCP, it will be a specific connection; in UDP it will be just a stream between an
IP/port pair.

e Right-click it and choose Follow TCP stream or Follow UDP stream.

® You will get tcp.stream eq <number>or udp.stream eq <number>.The
<number> is simply the number of the stream in the capture file.
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e Copy the string to the filter window in the I/O graph and you will get the graph
of the specific stream:

Ml CAP_1674_06_06.pcapng T S— - - - - b e e— -
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7] All packets B Line Packets None
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J| youtube stream example | tcp.stream eq 393 . Bar Packets Nene |
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Measuring a TCP stream with TCP event analysis

To measure a specific stream in order to find the events that are disturbing this stream, use
1/O graphs as follows:

1. Open the capture file (or start a new capture) and start the I/O graphs. In this
example, we use the CAP_1674_06_06 file.

2. In the first filter, configure the stream number—in this example, we are looking at
tcp.stream eq 0.This will give you the traffic on this stream.
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3. In the first filter, configure the stream number and
tcp.analysis.retransmissions: tcp.stream eq 0, and

tcp.analysis.retransmissions. This will show all TCP retransmission
phenomena on the specific stream (indicating a slow end device).

In the following screenshot, we see stream number 0 in the first line graph and the
retransmissions on this stream in the second dot graph:
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In chapter 10, Network Layer Protocols and Operations, we will see how to use these features
for in-depth analysis of TCP traffic.
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How it works...

The power of the I/O graph tool comes from the fact that you can configure any display
filter and see it as a graph, in various shapes and configurations. Any parameter in a packet
can be filtered and monitored in this way.

There's more...

You can configure an I/O graph on any parameter that can be filtered by a display filter
string, which makes this a very strong tool. Let's see some examples.

We can use a graph to find SMS messages that have been sent by a specific subscriber
(CAP_1674_06_07):

1. To configure the filter, choose Short Message Peer-to-Peer (SMPP) protocol
packets with the Submit_sSM command. This is the SMPP command that sends

the SMS.
2. Type the smpp.source_addr == phone number filter. The
smpp . source_addr == 0529992525 filter was applied in the example:

tolle =]

! Wireshark - 0 Graphs - CAP_1674_06_07
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Name Display filter Colo Style ¥ Axis Y Field Smoocthing
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Save As... Copy ‘ | Close { Help |
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We can also use a graph to show a number of HTTP requests (CAP_1674_06_08):

1. Open the I/O graph. You can do this during capture to view online statistics, or
you can open a saved capture file.

2. Configure the http.request filter on the I/O Graphs window.
3. You will get the following graph:

M Wireshark - 10 Graphs - CAP_1674_06_08 ol @]

Wireshark I0 Graphs: CAP_1674_06_08

e R

12 packet/sec with
HTTP request

5 packets/sec with

HTTP request
/ 2 packet/sec with

Packetsf1 sec
-
T

[¥]
!

0 1 I 1 I 1
(1] 150
Oliek to saleet 2 portion of the graph.
Name Display filter Cole Style ¥ Axis Y Field Smoothing l
|[¥] HTTP Requests http.request . Bar Packets None |
E] Mouse () drags @ zooms Interval |1sec ~ (] Time of day ["] Log scale

o) (o) [Ccom ] [

The graph shows the number of packets that contain HTTP requests per second.

The purpose of this recipe is to show the capabilities of the I/O graph tool. Later, in the
chapters dealing with protocols, we will use them for deeper protocol analysis.
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Advanced I/O graph configurations with y
axis parameters

In standard measurements using I/O graphs, we measure the performance of the network
when the y axis is displayed in units of packets/second, bytes/second, or bits/second. There
are some types of data that are not measured with these parameters—for example, cases
where we measure the seconds between queries and responses, the seconds between
Ethernet frames, delays, and other such cases that we will see in this recipe. These
parameters are described in the next section. These capabilities are called Advanced in the y
axis options in Wireshark version 1.

Getting ready

Open the drop-down menu under the y axis, as shown in the following screenshot:

Packe

900

ﬁz;l[JN- »uaﬁ4yﬁﬂmhwwamwm4hlJ1JLJﬁaunﬁﬁthJJLMwhwﬁm“ﬁgMJ#me_

Time (s)

Hover over the graph for details.

Name Display filter Colo Style Y Axis

All packets Enter a display filt “_v] Line ¥ || Packets =

-

Y Field Smoothing

Enter a field None

Bytes
( Bits |
SUM(Y Field) o

m m [;] iennhadns zooms COUNT FRAMES(Y Field) || Time of day
COUNT FIELDS(Y Field)

MAX(Y Field) Ct
MINC(Y Field)
AVG(Y Field)
LOAD(Y Field)
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You will get the following options for the y axis:

SUM (Y Field): Draws a graph with the summary of a parameter in the tick
interval

COUNT FRAMES (Y Field): Draws a graph that counts the occurrence of the
filtered frames in the time interval

COUNT FIELDS (Y Field): Draws a graph that counts the occurrence of the
filtered fields in the time interval

MAX (Y Field): Draws a graph with the average of a parameter in the time
interval

MIN (Y Field): Draws a graph with the minimum of a parameter in the time
interval

AVG (Y Field): Draws a graph with the average of a parameter in the time
interval

LOAD (Y Field): Used for response time graphs

In the Y Field, you can set the parameters that you want to view.

How to do it...

To start using the I/O graphs with the y axis configuration options' feature, go through the
following steps:

1.

Start the I/O graph from the Statistics menu

2. In the Y Axis drop-down menu, choose the parameter you want to be presented

5.

in the y axis
You will see a new drop-down menu with the string SUM (Y Field)

Choose the following fields: SUM (Y Field) / COUNT FRAMES (Y Field) /
COUNT FIELDS (Y Field) / MAX (Y Field) / MIN (Y Field) / AVG (Y Field) /
LOAD (Y Field)

Configure the appropriate filter in the Y Field column

Let's see some useful examples.
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Monitoring inter-frame time delta statistics

The time delta between frames can influence TCP performance and badly influence
interactive applications such as voice and video and more. For this reason, there are various
options that you can use. One of these is using the frame.time_delta for the time delta
between all frames or frame.time_delta for the time delta between displayed packets.

Let's look at the following capture file (file CAP_06_09):

Ml AP 1674 06 09 peapng

dnm ® BB QRes=E2T72zEaaan
LIE »
No. Time Source Destnation Length Info
t[2391  e.006329 | 212.143.195.13 10.0.0.10 1506  Application Data[TCP segment of a reassembled PDU]
9392 0.000497 10.0.0.10 212.143.195.13 54 20264+443 [ACK] Seq=40233 Ack=8633721 Win=37026 Len=0
9393 0.000417 212.143.195.13 10.0.9.10 1506 [TCP segment of a reassembled PDU]
9394 0.000061 212.143.195.13 10.0.0.10 1586  [TCP segment of a reassembled PDU]
9395 0.000039 10.6.0.10 212.143.195.13 54 20264+443 [ACK] Seq=40233 Ack=8636625 Win=36663 Len=0
9396 0.000083 212.143.195 M Wireshark .10 Graphs - CAP_1674.06.09 oo
212.143.195
9398 0.000079 10.0.0.10 Wireshark 10 Graphs: CAP_1674_06_09
9399 0.000904 212.143.195 2000
9400 0.002008 | 212.143.195 [ Packet33s1
9401 0.000075 10.0.0.10 g0 -
9402 0.000918 212.143.195 so00 |
9403 9.003014 212.143.195 2
e D — T = a0l Packet 9397
Frame 9391: 1506 bytes on wirg = xm|
Ethernet II, Src: D-LinkIn_9f: 2 Packet 9400 §
Internet Protocol Version 4, § bl Uy ) I |
Transmission Control Protocol, 1000 |
[12 Reassembled TCP Segments (
] = L

Secure Sockets Layer

. .
176,164 176,168 176.172 17%.17%6 176.18 176,184 176,188 176.192
Time (s)

o packees n iverval (176.24
Name Display filter Colo Style ¥ Ao ¥ Field Smoothing
7] All packets ipasrc==21214319513 [l Impulse  AVG(YField) frametime delta displayed  None

60 d8 19 c7 8e 73 ac 1 | (4] (=] (m
85 d4 55 ae 90 00 3b 06 e |
00 0a 01 bb 4f 28 f3 ed e o o i

Mouse @ drage (7 roome Interval 1ms v Time of day Log scale | Reset

As we can see in the previous screenshot, the following parameters are configured:

e In the Display filter column, the filter ip.src==212.143.195.13. This is used to see
frames coming from this website to our PC.

e In the Y Axis field, AVG (Y Axis) is used to show the average inter-frame times.

¢ In the Y Field column, the frame.time_delta_displayed filter is used to show
the inter-frame times.
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The interval in this example is configured to be 1 millisecond, with the zoomed-in view
centered at 176 seconds since the beginning of capture.

The time values in the y axis are presented in microseconds—for example the inter-frame
time between frame 9391 and the previous frame is shown as 6349 microseconds.

To see the minimum, average, and maximum values, we can use three graphs, as you can
see in the following screenshot.

We can view the maximum, average, and minimum values of the frame.time_delta
filter, as we can see in the next screenshot. Bear in mind the following points:

e For the first graph:
e In the Display filter column, the ip.src==212.143.195. 13 filter
depicts frames that are coming from this website to our PC
e In the Y Axis field, AVG (Y Axis) is used to show the average
inter-frame times

e For the second graph:
¢ In the Display filter column, the ip.src==212.143.195.13 filter
depicts frames that are coming from this website to our PC
e In the Y Axis field, MIN (Y Axis) is used to show the average inter-
frame times
e For the third graph:
¢ In the Display filter column, the ip.src==212.143.195.13 filter
depicts frames that are coming from this website to our PC
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e In the Y Axis field, MAX (Y Axis) is used to show the average
inter-frame times
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As configured in the Style column, we can see the minimum as Squares, the maximum as
Diamonds and the average as a Line. What should we do with these graphs, and how
should we use them for network debugging? This we will learn in chapter 10, Network
Layer Protocols and Operations to Chapter 19, Security and Network Forensics, which deal with

protocols.

Monitoring

the number of TCP events in a stream

TCP events can be of many types—retransmissions, sliding window events, ACKs, and so
on. To see the number of TCP events over time, we can use the I/O graph with the advanced
feature and COUNT (Y Axis) parameter.
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In the following example, CAP_1674_06_10, we have two TCP streams:

Ml Wireshark - Conversations - CAP_1674_06_10 =3 iR 5|
[Ethemet-1 | 1pva-2 | 1pve | TcPe2 | Lop |
Address A Port A Address B PortB Packets Bytes Packets A—B BytesA =B PacketsB —A BytesB—A RelStart Duration Bits/sA =B Bits/sB—A

10001 57449 9212212174 80 4,429 4430 k 1,531 104 k 2,898 4326 k 0.000000 755279 1k 458 k
10001 57627 88.221.159.148 80 1339 1335k 456 2k 883 1305 k 36422981 36.3751 6529 287k
(7] Limit to display fiter [7] Absokute start time
Copy '] Follow Stream Graph | Close Help

To configure the I/O graph, go through the following steps:

1. Open the IO graph from the Statistics menu.

2. Configure the display filter columns; in this example, these are as follows:
e The first graph: ip.addr==10.0.0.1 && tcp.port==57449 &&
ip.addr==92.122.12.174 && tcp.port==80

e The second graph: ip.addr==10.0.0.1 && tcp.port==57627 &&
ip.addr==88.221.159.148 && tcp.port==80

To configure the filters, you can right-click on the stream line in the
conversations window, prepare a filter that will appear in the display filter
window, and copy it to the I/O graph window. You can also right-click on
one of the packets in the stream and choose to follow the TCP stream.

3. Configure the Y Axis parameters:

1. Configure COUNT FRAMES (Y Field).

2. On the Y Field, configure the filter—in this example, this is
tcp.analysis for all TCP events, but it can be any specific filter, such
as tcp.analysis.retransmissions,
tcp.analysis.zero_window, or any other.
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3. In this example, you will get the graph shown in the following

screenshot:
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In the last screenshot, we can see two periods of events. We can zoom in on one of
them—for example, on the first group of events—and we will get the next screenshot.

Monitoring the number of field appearances

The variable COUNT FIELDS (Y Field) counts the appearance of a specific field in the
capture file, or in information filtered by a filter configured in the display filter column.

The principle of this is as follows:

e In the Display filter columns, you configure a filter to the traffic that should be
checked
e In the Y Axis column, you configure COUNT FIELDS (Y Field)
e In the Y Field column, you specify the field whose appearances you want to
count
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In the following screenshot (file CAP_1674_06_11), you see an example of how it is used:

M Wireshark -10 Graphs - CAP_1674_06_11 [o ==
Wireshark I0 Graphs: CAP_1674_06_11
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0 L 1 1 1 ' 1 1
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Time (5)
Hover over the graph for detaile.
Name Display filter Color Style Y Axis Y Field Smoothing
[V] DNS - A Records dns [ Line COUNTFIELDS(Y Field)  dns.a None
[¥] DNS - AAAA Records dns . Line COUNT FIELDS(Y Field) dns.aaaa None
[T] T} m Mouse @ drags zZ00Ms Interval |1sec = ["] Time of day | Log scale Reset J

ISaveAs..I[ Copy [ Close [ Help

Here, we can see that we checked the number of appearances of A records and AAAA
records: the upper graph is for the IPv4 A records, and the lower graph is for the IPv6
AAAA records.
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How it works...

The I/O graph is one of the strongest and most efficient tools of the Wireshark. While the
standard I/O graph statistics can be used for basic statistics, the i axis configuration can be
used for in-depth monitoring of response times, TCP analysis of a single stream or several
streams, and more.

When we configure a filter on the left, we will filter the traffic between hosts, traffic on a
connection, traffic on a server, and so on. The y axis configuration feature provides us with
more details about the traffic. For example:
¢ On the left—TCP stream. On the right—time delta between frames in the stream
¢ On the left—video/RTP stream. On the right—occurrence of a marker bit

There's more...

You can always click on the I/O graphs, and it will bring you to the reference packet in the
packet pane.

Getting information through TCP stream
graphs - time/sequence (Steven's) window

One of the tools in Wireshark that enables us to dig deeper into applications' behavior are
TCP stream graphs. These graphs, as we will see in the next few recipes, enable us to get the
details of the application's behavior, and in doing so, present us with the possibility of
locating problems with: it.

Getting ready

Open an existing capture or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics, so it is recommended that you start a capture, stop it, and then use this tool.
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How to do it...

For viewing TCP stream graph statistics, do the following:

1. Click on a packet on the stream you want to monitor.

The TCP stream shows a directional graph, so when you click on a packet,
it should be in the direction in which you want to view the statistics. If, for
example, you download a file, and you want to view the download
statistics, click on a packet on the download direction.

2. From the Statistics menu, choose TCP Stream Graphs | Time Sequence Graph
(Stevens).

The following window will open:

‘ Sequence Numbers (Stevens) for 10.0.0.3:64586 — 204.79.197.213:443 == &

| Sequence Numbers (Stevens) for 10.0.0.3:64586 — 204.79.197.213:443 |

[ cap_1674_06_12.pcapng | \
2100000 |
Connection
Sequence Numbers \_ - /
i Capture details
1750000 - |- (Counts the bytes) . —
filename ,_“/f
o 1400000 | ,./
3 /
E -
2 1050000 |
a
5
qa"— 700000
o Packets/Second
Graph
350000 -
p Time (Seconds)
vl >
(0 1 4

1 1 1 1 1
0 6 12 18 24 30 36
Time (s)

Hover over the graph for detais. — 1645 pks, 2374 kB — 1475 pkis, 12 k8

Type [Time!Sequence (Stevens) '] Stream 1 %
Mouse (@) drags (") zooms conflguratlon area

saveas. || cose |[ vep |
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The graph shows the progress of the amount of byte transference over time. In

this example, we can see a continuous diagonal line, with some plateaus in the
transfer.

The Y-Axis in the graph is for sequence numbers, while in the graph I
wrote packets/second graph. It actually means the same—each dot in the
graph refers to a packet, when its value is the first sequence number in the
TCP packet (see in the How it works... section later in this recipe).

In chapter 10, Network Layer Protocols and Operations, we will learn what this
graph indicates, and some cases that it helps to solve.

3. In the case of a file transfer, to measure its throughput, simply calculate the bytes
transferred in a unit of time, as seen in the following screenshot:

éi 1400000

3 Sequence Numbers /
£ {Counts the bytes) H

Z 1050000

3

c

oL

3

o

& 700000 |

350000
1
/" E Time (Seconds)
0 _l :! 1 1
0 6 12 18
Time (s)

4. We can see that the transfer rate is 350,000 bytes in 6 seconds—that is roughly
58,000 bytes/second, or 58 kilobits/second.

5. By default, the Drags checkbox, in the lower-left corner of the stream graph
menu, is checked. In this case, you can drag the graph up/down or stretch the x
axis-y axis right/left. For example, we can use this feature to move the graph
closer to the y axis to see a specific value.
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With when the Mouse checkbox is set to drag, you can use Ctrl + the
mouse wheel to zoom in and out on the TCP stream graph.

6. When we check the Zoom checkbox, to the right of the Mouse checkbox, we
change the setting to zoom. In the next screenshot, we can see how we can zoom-
in twice to the graph to get more details on a specific time period—in this case,
we are looking at a point in time that is roughly between 16 to 19 seconds since
capture started:
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7. The other graph configuration buttons are as follows:
e Type of graph (lower-left corner, right above the drag/zoom
checkboxes). You can choose between the various types of TCP graphs
(shown in the following screenshot): Time / Sequence (Stevens),
Round Trip Time, Throughput, Time / Sequence (tcptrace), Window
Scaling.

1000000

Giick to select & portion of the graph. — 1645 plts, 2334 kB 1475 pkis. 12 k8

Type [Time / Sequence (Stevens) | TCP

Round Trip Time

Mouseg Throughput stream
graphs

Time / Sequence (tcptrace)
Window Scaling types

e Stream number, on the lower-right corner of the window. This shows
the number of the stream in the capture file.

e Switch direction, to the right of the stream number. Clicking on this
shows the opposite direction of the stream. If we choose a stream
direction on the download from the server to us, the opposite direction
is the packets on the same stream on the way back from us to the
server—in this case, the acknowledgments.

¢ Reset, below the Switch Direction checkbox. This brings the graph
back to the default view.

e Help brings up the software manual.

e Save As... saves the graph in the .pdf, .png, .bmp, or . jpg formats.
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How it works...

The time-sequence graph (Stevens) is a simple graph that counts the TCP sequence numbers
over time. Since TCP sequence numbers count the bytes sent by the TCP, these are actually
application bytes (including application headers) sent from one side to the other.

In the graph, we actually see a point for every packet, when the point is located on the y
axis, on the sequence value of the first byte in the packet, as shown in the following

diagram:

[~ | First byte = initial
j sequence number / Bytes
TCP
o eoo TCP Payload TCP
HeIaF::ier IP Payload IP
Ethernet Ethernet
el Ethernet Payload Ty Ethernet

This graph (as we will learn in the chapters looking at TCP and applications) can give us a
good indication of the application's behavior. For example, a diagonal line means a good
file transfer, while a diagonal line with interruptions shows a problem in the transfer. A
diagonal line with a high gradient indicates fast data transfer, while a low gradient
indicates a low rate of transfer (depending on the scale, of course).
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There's more...

When the mouse is set to the drags option in the lower-left corner of the window, clicking
on a dot brings you to the matching packet in the capture window. As you can see in the
following screenshot, a sequence number slightly higher than 872,000 is transmitted in
packet 8119, about 15.24 seconds after the start of capture, and then again in packet 8191 at

15.35 seconds after capture start:

900000
896000

892000

Sequence Numbers (Stevens) for 10.0.0.3:64586 — 204.79.197.213:443

CAP_1674_06_12.pcapng

[
T 888000 |
£
2
g
5 884000 -
& .
@
“ .
880000 | Packet - Packet
81197 | 8191
876000 |- 1
872000 © ©
. I s L ' . I : L
15.16 15.2 15.24 15.28 15.32 15.36 154 15.44 1548
Time (s)
Hover over the graph for Jetais. — 1645 phts, 2334 k8 — 1476 pkts, 12 k€
Type lTlmefSeqnence (Stevens) v] Stream 1 |T |Switch Direction
Mouse @ drags () zooms | Reset
| Save As... ] Close I Help ]
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In the following screenshot, we can see the result of clicking on these two dots in the time-
sequence graph. The first packet, packet 8119, has the sequence number 872674 at 15.248
seconds since capture started:

Ml CAP_1674_06_12.pcapng . TS —— agy = B
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Am @ RO QewsEFsEaaal ‘
fu v a filte | Expression...  +
No. Time Source Destination Protocol Length Info &
4+ 8119 15.248668 10.0.0.3 204.79.197.213 SSLv2 1494 Encrypted Data[TCP segment of a reassembled PDU] |—
8120 15.251869 204.79.197.213 10.0.0.3 TCP 66 443264585 [ACK] Seq=1 Ack=1078612 Win=516 Len=@..
8121 15.251887 10.0.0.3 204.79.197.213 TCP 1494 [TCP segment of a reassembled PDU] 1
8122 15.251892 10.9.9.3 204.79.197.213 TCP 1494 [TCP segment of a reassembled PDU] |

.252669 .9.0. 204.79. - [TCP Out-Of-Order] 64585443 [ACK] 5eq=1078612 .. |
.252676 204.79.18 [TCP Out-Of-Order] [TCP segment of a reassemble..

2 o o o Fo)

1494 bytes on wire (11952 bits), 1494 bytes captured (11952 bits) on interface ©
Ethernet II, Src: IntelCor 70:2a:8d (34:f3:9a:70:2a:8d), Dst: D-LinkIn_9f:@a:d8 (ac:fl:df:9f:0a:d8)

Internet Protocol Version 4, Src: 10.9.0.3, Dst: 204.79.197.213

Transmission Control Protoceol, Src Port: 64586, Dst Port: 443,mAck: 1, Len: 1440

[16 Reassembled TCP Segments (13428 bytes): #8066(1290), #8068(1440), #8070(1440), #8072(1440), #8074(1440), #8076(144
Secure Sockets Layer

In the following screenshot, you can see the second packet, with the same sequence number,
at 15.25 seconds after the start of capture. When a sequence number repeats itself, this is
called TCP retransmission, and will be covered in chapter 10, Network Layer Protocols and
Operations.

Ml CAP_1674.06 12 pcapng - s OO . . gy olE
| file Edit View Go Capture Analyze Statistics Telephony Wireless JTools Help

dm i@ LORE A«»EF2Baaal

(WTapply a display filte t -] Bxpression...  +

Source Destination
204.79.197. .0.0. 6 Dup ACK 8161#1] 44364586 [ACK] Seq=1
segment of a reassembled PDU]
8188 15.351355 204.79.197.213 10.6.0.3 TCP 66 TCP Dup ACK 8161#2] 443564586 [ACK] Seq=1
8189 15.351374 10.0.0.3 204.79.197.213 TCP 1494 [TCP segment of a reassembled PDU]

Dup ACK 8161#3] 443-64586 [ACK] Seq=1 Ack=..

494 bytes on wire (11952 bits), 1494 bytes captured (11952 bits) on interface @
Ethernet II, Src: IntelCor_7@:2a:8d (34:f3:9a:70:2a:8d), Dst: D-LinkIn_9f:0a:d8 (ac:fl:df:9f:0a:d8)
Internet Protocol Version 4, Src: 10.0.0.3, Dst: 204.79.197.213
Transmission Contreol Protocol, Src Port: 64586, Dst Port: 443,

Seq: 872674, |Ack: 1, Len:

When viewing a graph, the important thing is to know what the application is. A graph that
indicates a problem in one application can be perfect network behavior for another

application.
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Getting information through TCP stream
graphs - time/sequences (TCP-trace)
window

TCP time/sequence graphs, based on UNIX's t cpdump command, provide us with more
data on the connection that we monitor. In addition to the standard sequence/seconds in the
time-sequence (Stevens), with TCP time/sequence graphs, we also get information on the
ACKs that were sent, retransmissions, window size, and more details that enable us to
analyze problems with the connection.

Getting ready

Open an existing capture, or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics, so it is recommended that you start a capture, stop it, and then use this tool. In
this recipe, we use the example files CAP_1674_06_05 and CAP_1674_06_14.

How to do it...

For viewing TCP stream graph statistics, go through the following steps:

1. Click on a packet on the stream you want to monitor. In this example, I clicked on
packet 100 on capture file CAP_1674_06_05. This brings us to TCP stream
number 0.

it should be in the direction in which you want to view the statistics. If, for
example, you download a file, and you want to view the download

8 The TCP stream shows a directional graph, so when you click on a packet,
statistics, click on a packet in the download direction.

2. From the Statistics menu, choose TCP Stream Graphs Time Sequence (tcptrace).
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3. The following window will be opened. The capture filename is listed as a subtitle

at the top of the graph:
M Sequence Numbers (teptrace) for 10.0.0.10:1377 — 172.217.22.80:443 : el E=miel X
Sequence Numbers (tcptrace) for 10.0.0.10:1377 — 172.217.22.80:443
CAP_1674_06_05.pcapng
sooooo | o0 l
w? '.' I
700000 F o
ot |
600000 | ._,.-‘
m -'.. ]
E 500000 | g
o |
2 400000 f o
g o
% 300000 v
v _.l'
200000 | _,.-"'
l'".-.
100000 L
U -T’ - 1 1 1 1 1 1
0 35 70 105 140 175 210
Time (s)
Click to select packet 13236 (2255 len 1430 seq 71521 ack 1 win 4151) — 582 pkis, 799 kB — 582 pkts, 0 bytes
Type |Time / Sequence (tcptrace) v] Stream 0 & lSwm'h Direc:ncnl
Mouse (@ drags z00ms Resat
| Save As... | ’ Close ] [ Help
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4. Zooming in to the graph gives us the following;:

,‘ Sequence Numbers (tcptrace) for 10.0.0.10:1377 — 172.217.22.80:443 = & X

Sequence Numbers (tcptrace) for 10.0.0.10:1377 — 172.217.22.80:443

CAP_1674_06_05.pcapng

272000 o _
( Free window left on
. . the receiver side
Window size on Y
264000 | ) A \
the receiver side \\
— Ay
e N
& 256000 v
2 __
% Packets sent L o
3
[ & 248000} X
g x
| & \
| I N\
240000 [ I : Acknowledges
| graph
232000
65.6 66.4 67.2 68 68.8 69.6 70.4
Time (s)

Click to select 3 portion of the graph. — 582 pkts, 793 kB — 582 pkis. 0 bytes

Type |Time / Sequence (tcptrace) '| Stream 0 '=| |Switch Direction
Mouse drags (@) zooms

[ Save As... ‘ [ Close H Help ]

5. The graph shows the progress of the byte transference over time. What we see is
the following:

¢ The short, vertical blue lines show the packets sent over the connection.

e The lower brown graph shows the acknowledgments sent for the
received packets.

e The upper green line shows the window size. The space between the
two lines—that is, the upper green line and the lower brown
line—indicate the size of the TCP buffer that is left, which enables the
TCP to keep sending bytes. When the two lines get closer and touch
each other, this is a window-full phenomenon that does not enable
greater data transference.
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6. When we zoom deeper into the graph, we see the following screenshot:

quence Numbers (tcptrace) for 10.0.0.10:1377 — 172.217.22.80:443 = & X .

Sequence Numbers (tcptrace) for 10.0.0.10:1377 — 172.217.22.80:443

CAP_1674_06_05.pcapng

279000" Window size on
the receiver side |

Packets sent

(5)
2 273000
£
2
=
g 270000 - |
g -
v Free window .

267000 | left on the X

receiver side )
Acknowledges
264000 graph
1 1 1 1 1 1 1
74.97 75 75.03 75.06 75.09 75.12 75.15

Time (s)

Click to select 3 portion of the graph. — 582 pkts, 799 k8« 582 pkts, 0 bytes

Type [‘I’ime;‘Sequence (tcptrace) '] Stream 0 5| |Switch Direction
Mouse drags @) zooms

saverer ] [Locoms ] [Lore ]

Here, we can see that:

e Several packets were sent 75 seconds since the start of capture

¢ These packets were acknowledged from 75.08 to 75.09, which is roughly 80-90
milliseconds after they were sent

e We also see that the free receiver window is around 7,000 bytes, which is
271,000-264,000 sequences on the y axis
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To view these on the packet capture pane, click on Mouse | drags, and then, with the
mouse clicked on one of the dots, the relevant packet will be marked on the packet pane:

i ‘Sequence Numbers (tcptrace) for 10.0.0.10:1377 - 172.217.2280:443 =) s

Sequence Numbers (tcptrace) for 10.0.0.10:1377 — 172.217.22.80:443

CAP_1674_05_05 peopng

Data packets sent i e O 6) Data packets acknowledged

| CaP_1674.06_05.pcapng e () ]

He Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

AN ® LORE QuwEgeTEaaal

(e I c B3 -] eqlession..  +

No. Time Source Destination Protocol Len_g_lh Info e
4942 74.999507 10.0.6.10 172.217.22.80 TCP 1484 [TCP segment of a reassembled PDU] L
4943 74.999512 10.0.0.10 172.217.22.80 TCP 1484 [TCP segment of a reassembled PDU] i

N 4944 74.999514 10.0.0.10 172.217.22.80 TCP 1484 [TCP segment of a reassembled PDU]
4945 74.999517 10.0.0.10 172.217.22.80  TCP 1484 [TCP segment of a reassembled PDU] —_
4946 74.999519 10.0.0.10 172.217.22.80 TCP 1484 [TCP segment of a reassembled PDU] 1
4947 74.999521 10.0.0.10 172.217.22.80  TLSvl.2 1149 Application Data
4948 75.07984@ 172.217.22.80 10.0.0.10 TCP 54 443+1377 [ACK] Seq=1 Ack=265271 Win=7@57 |L4n...
4949 75.083052 172.217.22.80 10.0.0.10 TCP 54 44351377 [A - 6701 Win=7057 |Lgn...
4950 75.084497 172.217.22.80 10.0.8.10 TCP 54 443s1377 [ao| Receiver z%mminﬂem {_s n..
4951 75.09e461 172.217.22.80 10.0.0.10 TCP 54 4431377 [A window size 9561 Win=7057 |Len -
4952 75.090503 172.217.22.80 10.0.0.10 TCP 54 443+1377 [ACK] Seq=1 Ack=270991 Win=7057 |Len..
4953 75.091524 172.217.22.80 10.0.0.10 TCP 54 44351377 [ACK] Seg=1 Ack=272086 Win=7057 |Len... ~

As you can see from the packet pane, we have six packets that are sent from 10.0.0.10 to
172.217.22.80. These are all segments of the same TCP packet, and they are, therefore,
sent in a very short time, just under 75 seconds since capture start. Right afterward, we can
see the six acknowledgments. We can also see in the acknowledgment packets that the
window size displayed by the receiver is around 7,000 bytes, which is the distance between
the upper green line and the lower brown line in the graph.

How it works...

The time-sequence (tcptrace) is taken from UNIX's t cpdump command, which also refers
to the window size published by the receiver (this is the buffer size allocated by the receiver
to the process), along with the retransmitted packets and ACKs.

Working with this graph provides us with a lot of information that we will use later for
network debugging. Phenomena such as a window that is getting full faster than expected,
too many retransmissions, and so on, will be made apparent by this graph, and this will
help us solve these issues.
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There's more...

In some cases, especially in high-speed data transfer, the graph might look like a perfectly
straight line, but when you zoom in, you will see the problems.

In the following screenshot, we can see the capture file CAP_1674_06_14:

‘ Sequence Numbers (tcptrace) for 10.0.0.1:62177 — 204.79.197.213:443 = 1= 28

Sequence Numbers (tcptrace) for 10.0.0.1:62177 — 204.79.197.213:443

CAP_1674_06_14 Small Recieve window.pcapng
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Time (5)

Hover over the graph for detals. — 5351 phis, 7664 k8 — 4740 phis. 534 bytes

Type |Time / Sequence (tcptrace) v: Stream 0 |3 JSWI‘Ed1 D|remun\

Mouse '@ drags Zooms Reset

Save As... Close Help
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Zooming in shows us that there are time gaps, retransmissions, and other problems:

M sequence Numbers (tcptrace) for 10.0.0.1:62177 - 204.79.197.213:443 = O S

Sequence Numbers (tcptrace) for 10.0.0.1:62177 — 204.79.197.213:443

CAP_1674_06_14 Small Recieve window.pcapng

3430000 |
3395000 | ] '
E ~14,000 Bytes : i 5
S0 b [ 1’
Fd i : -_ ) E
v 3325000 | s d 1 :
B 7 )
3 — . - :
3290000 | i 1 Second

| 3255000 |- 3-7,000Bytes |

L L i : A
58.2 58.5 58.8 59.1 59.4 59.7 60
Time (s)

Hover over the graph for detads, — 5351 plts, 7564 k8 — 4780 phts, 634 bntes

Type [Tnme."Sequence (teptrace) '] Stream 0 % Swrlch l:)ir‘et:!:lu:nn]I

Mouse @ drags Z00MS [ Reset i

I- Save As... l I Help i

You can also see that in one second, roughly 14,000 sequences (bytes) are transferred—that
is quite slow in relation to the rest of the connection.
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A bar is an indication to a packet (which carries data between the initial and final sequence
number). A bar that is not in the regular graph and looks like it has run away from it is a
retransmission, and a gray bar is a duplicate ACK. We will learn about these phenomena in
the forthcoming chapter dealing with TCP analysis.

Getting information through TCP stream
graphs - throughput window

The throughput windows of the TCP stream graphs enable us to look at the throughput of a
connection. With this graph, we can also check for instabilities, depending on the
application.

Getting ready

Open an existing capture, or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics, so it is recommended that you start a capture, stop it, and then use this tool.

How to do it...
To view TCP stream graph statistics, go through the following steps:

1. Click on a packet on the stream you want to monitor.
2. From the Statistics menu, choose TCP Stream Graph | Throughput Graph.
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3. The following window will be opened:

M Throughput for 10.0.0.1:62177 — 204.79.197.213:443 (1s MA) | == é

Throughput for 10.0.0.1:62177 — 204.79.197.213:443 (1s MA)

CAP_1674_06_14 Small Recieve window.pcapng

1400 = : R = ;
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1200 | * v q ) .. . .
Loao b il ' . Segment (TCP Packet) 1251107
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throughput .
l . Jasee
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Time (s)

Segment Length (B)
(s/suq) indbrouy ) sbelsay

Qliick to select a portion of the graph. — 5351 pkis, 7564 kB — 4740 pkts, 634 bytes

4| Type |Throughput M| Stream 0 %
Mouse drags Q@) zooms Reset

| savess.. |[ ciose | Help |

Here, we can see the example CAP_1674_06_14, stream 0. In the graph, we can see the
following;:

e The TCP connection throughput. We see here that it is roughly around 700-800
kilobits/second.

e The TCP segment length. This is the TCP size.

The formal definition of a data unit in data networks varies based on the
OSl layer it belongs to—frame to layer 2, for example Ethernet frame,
packet to layer 3, for example, IP packet, segment to layer 4 TCP and
datagram to layer 4 UDP. The protocol data unit, or PDU, is a general
name for all such units. In most cases, the terms are used in place, and I
have tried to do so in this book, but in many other cases there is confusion
between them. In any case, the important thing is to understand which
layer we are talking about, no matter what the formal definition is.
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This graph does not seem as much use as the TRP time/sequence graph does, but it can still

show us any sudden degradation in throughput that can indicate a problem.

How it works...

The throughput graph simply counts the TCP sequence number over time, and since

sequence numbers are actually application data, this gives us the application throughput in

bytes per second.

There's more...

A stable file transfer should look similar to a central value, as shown on the left-hand side of
the following graph. An unstable file transfer can look like the graph on the right, where the
throughput graph is jumping up and down:

M Throughput for 10.0.0.1:62177 — 20479.197.213:443 (1s MA) s

=a =)

Unstable FTP-DATA

Time (s)
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save 4s... | [ close | | Help - -
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You can also see the throughput in the I/O graph. The main point to note is that the I/O
graph shows you the throughput of all the traffic in the trace file, in both directions, while
the TCP stream throughput graph shows only the throughput from one TCP stream in one
direction, based on the selected packet. If you filter the I/O graph so that it is looking at the
same traffic as the throughput graph, you'll see the same values for bytes/second.

Getting information through TCP stream
graphs - round-trip-time window

The round-trip-time windows of the TCP stream graphs enable us to look at the round trip
between sequence numbers and the time they were acknowledged. Along with the other
graphs, it provides us with a look at the performance of the connection.

Getting ready

Open an existing capture, or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics, so it is recommended that you start a capture, stop it, and then use this tool.

In the following example, we use the cAP_1674_06_13 file for TCP stream number 8,
which is the TCP connection that starts in packet 85.

How to do it...

For viewing TCP stream graph statistics, go through the following steps:

1. Click on a packet on the stream you want to monitor.
2. From the Statistics menu, choose TCP Stream Graph | Round Trip Time Graph.
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3. The following window will be opened:

T =]

‘ Round Trip Time for 15.217.49.22:44832 — 95.35.100.216:20293 = = X

| Round Trip Time for 15.217.49.22:44832 — 95.35.100.216:20293

CAP_1674_06_13.pcapng
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210000 -
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175000 |-
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| E 140000f
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| E
=
(=%
| E 105000 | |
=
2 |
® 70000 |
35000 |
— e~ A P )
0= | ’u 1 1 n
0 200000 400000 600000 800000 1000000

Sequence Number (B)

Hover over the graph for detads. — 895 pkts, 1220 kB — &49 pkfs, 0 bytes

1
Type |Round Trip Time e Stream 8 |5 |Switch Direction

Mouse (@ drags zooms Reset

[ Save As... l ’ Close H Help ]

4. In the graph, we can see that most of the sequence numbers were acknowledged
in a short time, but there is some instability, and this will influence TCP
performance.

5. If you want to see this graph in the I/O graphs, use the tcp.analysis.ack_rtt
filter.

6. To view the sequence so that you can see acknowledge the graph's progress for
smaller denominations of time, use the Mouse - Zoom function.
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How it works...

What we see in the graph is the TCP sequence numbers versus the time that it took to
acknowledge them. This is the time between a packet being sent and the ACK for this
packet being received.

There's more...

You can see the value of the tcp.analysis, ack_rtt filter in the packet details' pane
further down the TCP packet, as you can see in the following screenshot:

[l o0 167506 13 canec TR — =
| Eile Edit Wew Go Caplure Analyze Statistics Telephony Wireless Tools Help
Am @ RO QewES7s - Eaqal
Bpresson...  +
o, Time Saurce Dessasbon Frotocal Leagth Sequence number  The RTT o ACK the segmentwas  Infe.
2385 113.889272 15.217.49.22 95.35.188.216 1843377 [TCP Retrans

2386 ©.888352 95.35.108.216 15.217.49.22 TCP 66 1 226.153834080 2829344832 —
2388 3.867462 15.217.49.22 95.35.180.216 FTP-DATA 1672 1047571 FTP Data: léss=

Frame 2386: 66 bytes on wire (528 bits), 66 bytes captured i =
Ethernet II i Si i

urgent pointer: @
Options: (12 bytes), No-Operation (NOP), No-Operation (NOP), Timestamps
4 [SEQ/ACK analysis]

[This is an ACK to the segment in frame: 2238]
[The RTT to ACK the segment was: 226.153034000 seconds]
[iRTT: ©.301347022 seconds]

When you see a graph that shows instabilities, this is not necessarily a problem. This could
well be how the application works. It may have taken time to acknowledge a packet
because there is a problem, or because a server is waiting for response, or because a client
was simply browsing a web server and the user was clicking on a couple of new links.

In Wireshark version 2, you can choose between graph types in a scroll-down menu in the
lower-left corner of the window.

Getting information through TCP stream
graphs — window-scaling window

The window-scaling graph of the TCP stream graphs enables us to look at the window size
published by the receiving side, which is an indication of the ability of the receiver to
process data. Along with the other graphs, it provides us with a look at the performance of
the connection.
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Getting ready

Open an existing capture, or start a new capture. Click on a specific packet in the capture
file. Even though you can use this feature on a running capture, it is not meant for online
statistics, so it is recommended that you start a capture, stop it, and then use this tool.

How to do it...

To view TCP stream graph statistics, go through the following steps:

1. Click on a packet on the stream you want to monitor.
2. From the Statistics menu, choose TCP Stream Graph | Window Scaling Graph.
3. The following window will be opened:

Iwﬂﬂﬁki ing for 10010.108 100:2313% —~ 10.10.108 206036 - “
Window Scaling for 10.10.108.100:23135 — 10.10.108.20:6036
R — After zo0m _\
o =TT TR Ty 1T
P PRey Bl
| . v 1 ;‘ £ il Winciow Scaling for 10.10.108.100:23135 — 10.10.108.20%036 « oy x|
b1 3R W i B
| : Pl Window Scaling for 10.10,108.100:23135 — 10.10.108.20:6036
i 16 H0-E212 Bt Yo Brect Conmechon 10 VESLpcag
] it S N P S T _.
il
4
D
” i
i 1 2 Window side
TR L™ T B degrades from
e mmtoeres i i L2200 | 64,000 o 18,000
o . wa] @ bytes
i g @ oo
S AR [+ ] -
! X
-Uﬁ:n; - -10;(6- o -'D;IJ‘: o -‘lJal; -- ;0;6‘; o ;0;)"- -- -hf;i‘,l; -
Before zoom Tl
ik i st 1 v f e g T . 30 = LT g 2 8
i Type  Windew Scalng » Stream 0 0 Seich Dwechon
e drags @ rooms Farsas
Save AL Close. iy
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In this graph, we can see instability, caused by one of the sides. This can be an indication of
a slow server or client, which cannot process all the data it receives, and therefore, by
reducing the received window size, it tells the other side to send less data.

How it works...

The software here simply watches the window size on the connection and draws it. In
Chapter 10, Network Layer Protocols and Operations, we will look at this in more detail.

There's more...

When the window size decreases, so should the application throughput. The window size is
completely controlled by the two ends of the connection—for example, a client and a
server—and variations in window size do not have anything to do with network
performance.
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In this chapter, we will learn about the expert system, a tool that provides us deeper
analysis of network phenomena, including events and problems. We will talk about:

¢ The expert system window and how to use it for network troubleshooting
¢ Error events and what we can understand from them

e Warning events and what we can understand from them

¢ Note events and what we can understand from them

Introduction

One of Wireshark's strongest capabilities is the ability to analyze network phenomena and
suggest a probable cause for it. Along with other tools, it gives us detailed information on
network performance and problems. In this chapter, we will learn how to use this tool.
Later in this book, we will provide detailed recipes on using the expert system, along with
other tools, to find and resolve network problems.

The expert information option can be used when we first come to check a
network, communication link, host servers, and so on, and we wish to get
the first filling of the network. We will be able to see if there are events
that can indicate a problem before we get into a deeper analysis. We
should look for events to hold on to: things like TCP retransmissions,
Ethernet checksum errors, DNS problems, duplicate IPs, and so on.

In the first recipe, we will learn how to work with the expert info window. In the next
recipe, we will learn about the probable causes for the majority of events that you might
expect.
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The expert system window and how to use it
for network troubleshooting

The expert window provides a list with events and network problems discovered by
Wireshark. In this recipe, we will learn how to start the expert system and how to refer to
the various events.

Getting ready

Start Wireshark, and start a live capture or open an existing file.

How to do it...

To start the expert window, click on the Analyze menu; choose Expert Information:

File Edit View Go Capture Statistics Telephony Wireless Tools Help
A R ® | X < Display Filters... TR
(MTApply a display filter ... <Ctr Display Filter Macros...
No. Time Protoct Apply as Column ;tinanon
Apply as Filter 4
2 ©.000008 UDP Prepare a Filter » 14.2.182.21
= ©.0855132 ARP Conversation Filter * loadcast
. ©.855175 ARP Enabled Protocols...  Ctrl+Shift+E telCor‘_?e :
5 ©.855187 ARP Decode As... telCor_7e:
6 ©.055336 ICMF Reload Lua Plugins Ctrl+Shift+L  [2-168.1.1]
7 ©.055463 ICMF e , 2.168.104.
8 ©.055526 ICMF B , |2.168.1€4.
9 ©.055858 TCP 2 ~ilalil
10 ©.e56025 TCP Expert Information .104,
11 ©.056e83
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The following window will open:

M Wireshark - Expert Information - CAP_07_01

Sewerity* Summary Group Protocol Count b
> Warning Duplicate IP address configured (192.168.104.254) Sequence ARP/RARP 1] =
> \Warning This frame is a (suspected) out-of-order segment Sequence Tce 2
> Warning Connection reset (RST) Sequence Tce 9 Warnings L
> Warning Previous segment not captured (common at capture start) Segquence TCP 2
> Warning ACKed segment that wasn't captured (common at captur... Sequence TCP 2
» \Warning No response seen to ICMP request Sequence icme 2
> Warning Long frame Protocol RPC_BROWSER 1
> Note TCP keep-alive segment Sequence TcP 12
> Note The acknowledgment number field is nonzero while the A... Protocol TCP 13
> Note No bind info for interface Context ID 0 - capture start too... Undecoded DCERPC 173
| > Note This frame is a (suspected) spurious retransmission Sequence TCP 2
» Note This frame is a (suspected) retransmission Sequence TCP 2
| | > Note A new tcp session is started with the same ports as an earl... Sequence TCcp 2 Notes
(| | » Note Mo request to this DCE/RPC call found Sequence DCERPC 4
il | » Note Duplicate ACK (#1) Sequence TCP 1
|| | » Note "Time To Live” only 1 Sequence 1Pv4 1
b > Note ACK to a TCP keep-alive segment Sequence TCP 4
]
B ]
| °
|| Mo display fter set.
[ ] Limit to Display Filter Group by summary Search:
| cose |[ wep |

All valid events are presented in this order (if any): Errors, Warnings, Notes, and so on...

The number on the right-hand side of the bar shows the number of events
in this category.
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The upper bars give you the following information:

e Errors: Serious problems can be Ethernet checksum errors, malformed packets, or
missing fields in a protocol header. These can be malformed packets of various
types, such as malformed SPOOLSS, GTP, or others. They can also be bad

checksum errors, such as IPv4 bad checksum. In the following screenshot, you
can see Ethernet checksum errors:

____

Packet Summary Group Protocol
4

(T

7277 Membership Query, specific for group 233.233.233.233 [ETHERNET FRAME CHECK SEQUENCE INCORRECT]

7278 Membership Query, specific for group 233.233.233.233 [ETHERNET FRAME CHECK SEQUENCE INCORRECT]

15851 Who has 10.10.10.3? Tell 10.10.10.151 [ETHERNET FRAME CHECK SEQUENCE INCORRECT)
15852 Who has 10.10.10.3? Tell 10.10.10.151 [ETHERNET FRAME CHECK SEQUENCE INCORRECT]

15855 Who has 10.10.10.1747 Tell 10.10.10.151 [ETHERNET FRAME CHECK SEQUENCE INCORRECT)

Arars v

< il

-

13
No display fiter set.
Limit to Display Filter Group by summary Search:
Close Help

Clicking on the small arrow to the left of the error group opens the error list under

this category. To see the specific packet in the packet pane, click on the packet
line.

e Warnings: A warning indicates a problem in the application or in
communications: things like TCP zero-window, TCP window-full, previous
segment not captured, out-of-order segment, and any issue that is unnatural to
the protocol behavior. You can see an example of this in the following screenshot:
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M Wireshark - Expert Information - CAP_07_03 - a a =S
Packet ’ Summary Group Protocol Count m ‘
> Warning This frame is a (suspected) out-of-order segment Sequence TCP 13
Warning TCP window specified by the receiver is now completely full Sequence TCP 32
Warning Connection reset (RST) Sequence TCP 129
Wamning Long frame Protocol RPC_BROWSER 3
Warning ACKed segment that wasn't captured (common at capture start) Sequence TCP 1
Warning Previous segment not captured (common at capture start) Sequence TCP 9 ¥ ‘
4 1} »
No display fiter set.
¥ | Group by summary Search: +
Close ] I Help J
¢ Notes: A note is when Wireshark indicates an event that may cause a problem

but is still inside the normal behavior of the protocol. TCP retransmission, for
example, will be displayed here, because even though it is a critical problem that
slows down the network, it is still under the normal behavior of TCP. Other
events here are duplicate ACK, fast retransmission, and many more. In the
following screenshot, you can see retransmissions and duplicate
acknowledgements; they can be an indication of slow communications but are

still normal behavior of the TCP protocol:

M Wireshark - Expert Information - CAP_07_03 =
Packet ’ Summary Group Protocol Count 5
Note This frame is a (suspected) retransmission Sequence TCp 52
Note “Time To Live" only 2 Sequence 1Pv4 40
Note The acknowledgment number field is nonzero while the ACK flag is not set Protocol TCP 81
Note Duplicate ACK (#1) Sequence TCP 22
Note Duplicate ACK (#2) Sequence Tcep 13
Note Duplicate ACK (#3) Sequence TCp 1 %
4 1 3
No dlspiay fiter set. o
Limit to Display Filter V| Group by summary Search: Show... ~
Close ] l Help l
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¢ Chats: Provides information about usual workflow, for example TCP connection
establish request (SYN), TCP connection establish acknowledge (SYN + ACK),
connection reset (RST), HTTP GET, and HTTP POST:

-

M Wireshark - Expert Information - CAP_07_03 Q

Packet N Summary Group Protocol Count -

No display fiter set.
["] Limit to Display Filter Group by summary  Search: Show...

e Packet comments: You can manually add a comment to every packet. This will
appear down to the chat on the expert information window.

To add a comment to a packet, right-click on it and choose Packet
Comment.... A window will open, in which you will be able to add or
change your comment. You can see this in the next screenshot.

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
AR 2@ LOREB QesZEFs _EFHaaqlr

(M]Apply a display filter ... <Ctrl-/>

No. Time Protocol Length  Source Destination
4715 78.274367 FTP 62 1@.2.1.101 10.1.1.7
471€788.275068 "o ae anas 9.2.1.101
47151 M8 585803 E:(’:e‘;':i‘” e e o 10.1.1.7
4718 .286521 e 10.2.1.101
r Ay Set/Unset Time Reference  Ctrl+T -
o e Time Shift... Ctrl+Shift«T | o
4720 78 Packet Comment... Ctrl+Alt+C e.1.1.7
4721 78. L : 10.2.1.101
A7 ER= oo s M [EditResolved Name 10.1.1.7
AT 28 91091 A L Lol A .9 1 101
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General operation notes:

¢ At the bottom of the Expert Information window, you have the options to Limit
to Display Filter and to Group by summary (marked by default), and you can
also search for specific words in an event.

¢ To go to the event in the packet capture pane, simply click on the packet under
the event in the expert window, and it will lead you to it.

It is important to note that a warning event may have no importance while
a note event may influence the network badly. Always get into the
problem details, and see where it is coming from and what the meaning of
it is.

¢ The three columns to the right of the table indicate the group of the event. In the
following screenshot, you can see that the first line belongs to the group sequence
in the protocol TCP (1). The next line belongs to the group protocol. The protocol
is RPC browser (2). The last marked event belongs to a sequence group; the
protocol is IPv4 (3). The group holds events from the same category, for example,
Sequence events that refer to sequenced parameters, and it indicates on which
protocol the event happened.

‘ Wireshark - Expert Information - CAP_07_03 ==
‘ Seven'iy‘ Summary Group Protocol Count m
Warming I TCP window speciﬁ_ed by the receiver is now completely full (1) Sequence TCcp I 32
Warning Connection reset (RST) Sequence TCP 129
Warming | Long frame (2) Protocol RPC_BROWSER | 3
Warning ACKed segment that wasn't captured (common at capture start) Sequence TCP 1
Warning Previous segment not captured (common at capture start) Sequence Tce 9
f Note This frame is a (suspected) retransmission Seguence TCP 52
Note | "Time To Live” only 2 (3) Sequence IPv4 | 40
Note The acknowledgment number field is nonzero while the ACK flag is not set Protocol TCP 81 i
4 - - § o L1 - T o » "
WNo display fiter set.
[ |
Limit to Display Filter | Group by summary Search: i
| Close ] [ Help ] i
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How it works...

The Expert Information window is an expert system that provides us information about
problems in the network, and in some cases also suggestions to the probable cause of it.
Although it gives reasonable results, always verify its findings.

There are cases in which Wireshark finds problems that are not real ones, and vice
versa—cases in which Wireshark does not show real problems that exist.

Don't forget that the best troubleshooting tool is your brain (and your
knowledge of networking!). Wireshark is a very smart tool, but still, it is
just a tool.

It could be that you started the capture during data transfer, and so you see previous
segment loss messages or even more sophisticated problems when, for some reason (good
or not!), you have captured only part of the data. Wireshark refers to it as it is a complete
stream of data and shows you many errors about it. We will see many examples of these
issues later in the book.

There's more...

Expert severities can also be filtered and presented in the packet pane by display filters. To
view events according to display filters:

1. Choose the expression on the right-hand side of the display filter window.
2. Scroll down to get the expert messages (you can just type the work expert and
you will get there).

3. Asillustrated in the following screenshot, you will get the following
filters—expert .message, expert .group, and expert .severity:
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M Wireshark - Display Filter Expression o o= gl . M
Field Name Relation
| b ETV-AM DIl ETV-AM DI Section | is present N

ETV-AM EISS - ETV-AM EISS Section ==
EVENTLOG - Event Logger I=
EVRC - Enhanced Variable Rate Codec |> |

Expert - Expert Info
_ws.expert.group - Group
_ws.expertmessage - Message
_ws.expertseverity - Severity level

exported_pdu - EXPORTED_PDU

FB/IB GDS DB - Firebird SQL Database Remote Protocol

FC . Fibre Channel [

FCELS - FC Extended Link Svc ~ | Range (offset:length

I Search:

Predefined Values

_ws.expert
Click OK to insert this fiter ‘

. ———

The preceding filters are explained here:

e The expert .group refers to expert message groups, for example, checksum
errors group, sequence group, malformed group, and so on.

e The expert .message refers to specific messages. Here, for example, you can
configure a filter that displays a message that contains or matches a specific
string.

e The expert.severity refers to messages with specific severities, that is, error,
warning, note and so on.
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Chapter 7

You can also right-click on a specific event, and as displayed in the following screenshot,

you will get the following menu:

: j —— b E) e
‘ Wireshark - Expert Information - CAP_07_03 =
—
‘ Packet ’ Summary Group Protocol Count i
Warning ACKed segment that wasn't captured (common at captur... Sequence TCP 1
Warning Previous segment not captured (common at capture start) Sequence TCP 9
4 Note This frame is a (suspected) retransmission Sequence TCP 52
300 % :
696 Apply as Filter  » L
867 , Prepare a Filter * |
1253 = Find L.
1712 [TCP Retransmission] 1204—9. Colorize L...
2008 [TCP Retransmission] 1181—9 Look Up L... =
No displsy fiter set. T EOPY
Limit to Display Filter || Group by summary Search:

Close

J{

Help ]

Here, you can:

e Choose a display filter referred to this event and apply it

Copy the event text

See also

Find the specific packet on the packet pane
Configure a colorization rule for the event
Lookup the internet for the event information

Choose a display filter referred to this event and only prepare it

e Chapter 8, Ethernet and LAN Switching and the protocols chapters
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Error events and what we can understand
from them

In this recipe, we will dive into error and event types, checksum errors, malformed packets,
and other types of errors.

Getting ready

Start a capture, or open an existing file and start the expert system.

How to do it...

1. From the Analyze menu, open Expert Information. Errors are listed at the top of
the window:

[‘ Wireshark - Expert Information - CAP_07_05 —

F ——
‘ Severity‘ Summary Group Protocol Count &
Warning Duplicate IP address configured (192.168.1.200) Sequence ARP/RARP 156
Warning No response seen to ICMP request Sequence ICMmP 7
Note "Time To Live” only 4 Sequence 1Pv4 3 o
4 L} 2
No display fiter set,
Limit to Display Filter (V| Group by summary Search: Show:.
I Close l I Help ]

In the preceding window that is brought as an example, you can see checksum
errors; in this case, it can be because of real errors or offload.
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2. Clicking on a specific error takes us to the packet pane to see the error in the
packet itself. This is presented in the following screenshot:

M Wireshark . Expert Information - CAP_07_05 (= |

| Packet : Summary
A

1 Conf. Root = 32768/0/00:30:7b:e1:7b:40 Cost = 0 Port = 0x8019 [ETHERNET FRAME CHECK SEQUENCE INCORRECT]
7 Conf. Root = 32768/0/00:30:7b:e1:7b:40 Cost = 0 Port = OXSUIS‘l ETHERNET FRAME CHECK SEQUENCE INCORRECT]
13 Conf. Root = 32768/0/00:30:70:e1:70:40 Cost = 0 Port = 0x8019 [ETHERNET FRAME CHECK SEQUENCE INCORRECT]
20 Conf. Root = 32768/0/00:30:7b:e1:7b:40 Cost = 0 Port = 0x8019 [ETHERNET FRAME CHECK SEQUENCE INCORRECT]

22 Canf Bant — 3VTERINNNINTheal TheAN Cack — N Dart — AWRN10 IETLEOAET £0AME ~UEC|
1

CENLIEACE INCABRREFTY
<

No displsy fier set.

—
Limit to Display Filter V| Grol

|D Frame 7: 64 bytes on wire (512 bits), ytes captured (512 bits)

> Destination: Spanning-tree-(for-brifiges)_ 00 (£1:80:c2:00:00:00)
» Source: CiscoInc_el:7b:4c (@@:30:7bfel:7b:4c)

Length: 38

Padding: @PePePeeeeeeReee

4 [Expert Info (Error/Checksum): Bad checksum [should be @x56eab@82]]
[Bad checksum [should be @x56eabe82]]
[Severity level: Error]

[Group: Checksum]

[FCS Status: Bad]

I Logical-Link Control

> Spanning Tree Protocol

What you see in this event is a checksum error, and that the checksum is incorrect.
In this case (file CAP_07_05), we see that all errors are coming from a single
device, which is a good point to start to look where the problem is coming from.

More about Ethernet and Ethernet errors later, in chapter 8, Ethernet and LAN
Switching.
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How it works...

Checksum is an error-checking mechanism that uses a byte or sequence of bytes inserted in
the packet to implement a frame verification algorithm. The principle of error-checking
algorithms is to calculate a formula over the entire message (layer 4), packet (layer 3), or
frame (layer 2). They insert the result in the bytes inside the packet, and when the packet
arrives at the destination, they calculate it again. If we get the same result, it is a good
packet, and if not, there is an error. The error-checking mechanism can be calculated over
the entire packet or over just the header; it depends on the protocol.

Offload mechanisms are mechanisms on which the IP, TCP, and UDP checksums are
calculated on the NIC just before they are transmitted to the wire. In Wireshark, these show
up as error packets, because Wireshark captures packets before they are sent to the network
adapter; therefore it will not see the correct checksum, as it has not been calculated yet.

For this reason, even though it might look like severe errors, in many cases checksum errors
are Wireshark errors of misconfiguration. If you see many checksum errors on packets that
are sent from your PG, it is probably because of the offload.

For canceling the checksum validation:

e For IPv4, when you see many checksum errors and you are sure they are due to
the offload, go to Edit | Preferences, and under Protocols | IPv4, unmark the
radio button: Validate the IPv4 checksum if possible

e For TCP, when you see many checksum errors and you are sure they are due to
the offload, go to Edit | Preferences, and under Protocols | TCP, unmark the
radio button: Validate the TCP checksum if possible

There's more...

For malformed packets, these can be a Wireshark bug or a real malformed packet. Use other
tools to isolate the problem. Suspected bugs can be reported on the Wireshark website.
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When you see many malformed packets of checksum errors, it is probably
because of offload or dissector errors. Networks with more that 1%-2%
errors of any kind will cause many other events (retransmissions, for
example) and will become much slower than expected; therefore, you
cannot have a high error rate with a functioning network!

See also

e Chapter 8, Ethernet and LAN Switching and the protocols chapters

Warning events and what we can understand
from them

As described earlier, warnings events indicate a problem in the application or in
communications. In this recipe, we will describe the main events in this category.

Getting ready

Start a capture, or open an existing file and start the expert system.

How to do it...

1. From the Analyze menu, open Expert Information.
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2. Warning events will be presented second from the top. If there are no error
events, then warnings will be first. You can see an example in the next screenshot
(file cap_07_04):

M Wireshark - Expert Information - CAP_07.04 . o == 2%
Packet Summary Group Protocol Count o
G mvoncsmoonss  wiome  Gre 3
3
> Warmning Connection reset (RST) Seguence TCP 831
> Waming This frame is a (suspected) out-of-order segment Seguence TCP 1680
> Waming Unknown header (class=0, pc=0, tag=0) Protocol DCERPC 254
I» Waming Previous segment not captured (common at capture start) Sequence TCP 1762
> Warming Wrong calculate length (11) =! header length (13) ! (May ... Malformed CAPWAP-DATA 221
> Waming Unknown header (class=2, pc=1, tag=1) Protocol GSS-API 2
> Waming BER Error: Wrong tag in tagged type Malformed C12.22 26
> Waming BER Error: Wrong field in SEQUENCE Malformed C12.22 33
> Waming No response seen to ICMP request Sequence ICMP 43
I Warning Ignored Unknown Record Protocol SSL 25
> Waming TCP Zero Window segment Seguence TCP 17
> Waming TCP window specified by the receiver is now completely f... Sequence TCP 34

» Warning BER Error: Wrong field in SEQUENCE Malformed LDAP 67
> Warning BER Error: Sequence expected Malformed LDAP 38
> Warning BER Error: Unknown field in Sequence Malformed LDAP 8
> Waming BER Error: Wrong tag in tagged type Malformed SPNEGO 8
> Waming Kerberos SSP Verifier unavailable Undecoded DCERPC 8
»_Waming Bind not acknowledged Seguence DCERPC 8
> Note No bind info for interface Context ID 0 - capture start too... Undecoded DCERPC 1097
> Note This frame is a (suspected) retransmission Sequence TCP 258
> Note A new tcp session is started with the same ports as an earl... Sequence TCP 27 Al
‘ = : Al . NP e — P -
No display fiter set.
Limit to Display Filter [¥] Group by summary Search:
Close ] [ Help l
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You will see several event categories here:

¢ Reassembly problems, mostly unassembled packets. Usually
indicate a Wireshark dissector problem.

e TCP window problems, mostly zero window and window full.
Usually indicate slow end devices (servers, PCs, and so on).

e Connection reset, not necessarily a problem. The TCP reset
mechanism is further explained in chapter 11, Transport Layer
Protocol Analysis.

¢ Previous segment not captured, previous segment loss, and out of
order message, indicating TCP issues further explained in Chapter
11, Transport Layer Protocol Analysis.

3. For more information on a specific event, right-click on the event and choose
Lookup; this will take you to relevant pages on the internet.

How it works...

Wireshark watches the parameters of the monitored packets:

o It watches TCP window sizes, and checks whether the window size reduced to
Zero

e It looks for TCP packets (segments) that are out of order, that is, whether they
were sent before or after the expected time

e It looks for ACKs for TCP packets that were not sent

These parameters, along with many others, provide you a good starting point to look for
network problems. We will get to the details of it in chapter 11, Transport Layer Protocol
Analysis.
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There's more...

Don't forget that warning events are those that Wireshark refers to as non-critical but not a
normal behavior of a protocol. Here, you have events such as these:

e TCP resets: They are part of the TCP protocol, but a connection should end with
a TCP FIN and not with a TCP reset. So, in this case, it can be due to a problem,
or just because the TCP developer has chosen to close a connection in this way.

e TCP zero window: An indication to a slow end device on the connection; here we
have another behavior of the protocol that can be due to a problem on one of the
sides of the connection, but this is still how TCP works.

Messages like unknown header, BER error: wrong tag in tagged type, and so on. These
messages indicate that there are problems in the packet structure. Like all kinds of errors
and events, the important thing is to understand it, and not the category or the color.

See also

e cChapter 8, Ethernet and LAN Switching and the protocols chapters

Note events and what we can understand
from them

As described earlier, when Wireshark indicates an event that may cause a problem but is
still inside the normal behavior of the protocol, it will be under the note category. TCP
retransmission, for example, will be displayed under the notes bar, because even though it
is a critical problem that slows down the network, it is still under the normal behavior of
TCP.

Getting ready

Start a capture, or open an existing file and start the expert system.
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How to do it...

1. From the Analyze menu, open Expert Information.
2. The notes events are presented third from the top on the Expert Information

window:
‘ Wireshark - Expert Information - CAP_07_04 = = X
Severity‘ Summary Group Protocol Count 3
Note Duplicate ACK (#16) Sequence TCP 2
Note Duplicate ACK (#17) Sequence TCP 2
Note Duplicate ACK (#18) Sequence TCP 2
Note Duplicate ACK (#19) Sequence Tcp 2
Note Duplicate ACK (#20) Sequence TCP 2
Note This frame is a (suspected) fast retransmission Sequence TCP 10
Note noSuchlnstance Response SNMP 19
Note ACK to a TCP keep-alive segment Sequence TCP 9
Note No specification available, dissection not possible Undecoded ISystemActivator 32
Note Fault: nca_s_fault_access_denied Response DCERPC 30
Note This frame is a (suspected) spurious retransmission Sequence Tcp 37
Note No bind info for interface Context ID 1 - capture start too... Undecoded DCERPC 17
Note Retransmission (retry) Sequence 1EEE 802.11 4
Note Unrecognised SIP header (x-nt-corr-id) Undecoded SIP 2
Chat Connection establish acknowledge (SYN+ACK): server por... Sequence TCP 316
Chat Connection establish request (SYN): server port 80 Seguence TCP 491 -
< 1l »
Wo display fiter set.
Limit to Display Filter | Group by summary Search:
Close ] { Help ]

You will see here several event categories:

¢ Retransmissions, duplicate ACKs, fast retransmissions usually
indicate slow network, packet loss, or very slow end devices or
applications

¢ Keep-alive indicates TCP or application problems

e Time to live and routing events, in most cases, indicate routing
problems

Additional events will be discussed in the relevant TCP and applications
chapters.
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How it works...

Wireshark watches the parameters of the monitored packets:

e It watches TCP sequence and acknowledgement numbers. It checks for
retransmissions as well as other sequencing problems.

e It looks for IP time to live with value of 1 coming from a remote network, and
tells you it is a problem.

e It looks for keep-alive; that can be a normal condition but can also indicate a
problem.

These parameters, along with many others, provide you a good starting point to look for
network performance problems.

There's more...

Many symptoms that are seen here can be indications of several types of problems. For
example, a packet can be retransmitted because of an error that caused the packet to be lost,
or because of bad network conditions (low bandwidth or high delay) that caused the packet
not to arrive on time. It can also be because of a non-responsive server or client. The expert
info system will give you the symptom. How to solve the problem? We will learn later in
this book.

See also

e cChapter 8, Ethernet and LAN Switching and the protocols chapters
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In this chapter, we will cover the following topics:

e Discovering broadcast and error storms
¢ Analyzing spanning tree protocols
¢ Analyzing VLANs and VLAN tagging issues

Introduction

In this chapter, we will focus on how to find and resolve layer 2-based problems with a
focus on Ethernet-based issues, such as broadcast/multicast events, errors, and how to find
the source. We will also focus on LAN protocols such as spanning tree and VLANSs.

These issues need to be resolved before we go up to layer 3, layer 4, and application layers,
since layer 2 problems will be reflected in the upper layer protocols. For example, packet
losses in layer 2 will cause retransmissions in TCP (a layer 4 protocol), and result in
application slowness.

Discovering broadcast and error storms

One of the most commonly seen and troublesome problems in communication networks is
broadcast/multicast and error storms. These problems can happen because of layer 2 loops,
layer 2-based attacks, a problematic network adapter, or an application or service that sends
packets to the network. In this chapter, we will provide some basic recipes to find, isolate,
and solve these types of problems.

thousands of such packets per second. In most cases, it will exhaust the

A broadcast/multicast storm is when you get thousands and even tens of
0 bandwidth and lock out the network completely.
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Getting ready

When these problems occur, the network you usually call on to solve problems will be very
slow or it has stopped working.?

Some important facts to remember:

Broadcasts are not forwarded by routers.

Broadcasts are not forwarded between VLANSs (this is why VLANSs are called
broadcast domains), so every VLAN is a broadcast domain by itself.

Error packets are not forwarded by LAN switches, such as packets with the
wrong CRC, packets smaller than the minimum size of 64 bytes, and so on.

Multicasts are forwarded through switches unless configured otherwise.

Multicasts are forwarded through routers only if the routers are configured to do
SO.

A reasonable number of broadcasts are transmitted in every network. This is how
networks work, but a high rate of broadcasts/multicasts could be a problem.

Broadcasts/multicasts are forwarded to the control plane/CPU of the switch or
router, if it is configured to do so or enabled with layer 3 capabilities. This may
result in control plane instability (for example, OSPF adjacency flaps).

There is a difference between too many broadcasts and a broadcast storm.

the network, but still, in most cases, users will not notice. Broadcast storms

0 Too many broadcasts (for example, a few hundred per second) can load

will lock out the network completely. It is very important to baseline the
percentage of broadcast packets in a network, so that it can be used as a
data point during troubleshooting.

How to do it...

To find out where the problem comes from, go through the following steps:

1.

Since slow network is a problem sensed by the users, start by asking the
following questions:
e Is this problem in the HQ or at a specific branch(es)?

e Is this over the network or in a specific VLAN?
e Is this over the building or in a specific floor?
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Don't ask the users about VLANS, of course; users are not networking experts.
Ask them about the applications running on their group, in their department, and
so on to understand the scope of the issue.

In an organization network, VLAN will usually be configured per
department (or several departments) and per geographical area (or several
areas) or even per organization functionality; for example, HR VLAN,
finance VLAN, users of a specific software VLAN, and so on. By asking if
the problem is as per one of these characters, you will be able to narrow
down to the area in which you need to look for the problem.

2. The next question should be a trivial one: is the network still working? In a
broadcast/multicast storm, the network will become very slow; in most cases to
the point that applications will stop functioning. In this case, you have the
following typical problems:

¢ Spanning tree problems
¢ A device that generates broadcasts

¢ Routing loops (discussed in chapter 10, Network Layer Protocols and
Operations)

The question I'm always asked is: how many broadcasts are too many?

Well, there are of course several answers for this. It depends on what the network devices
are doing and the protocols that are running on them.

A reasonable number of broadcasts should be from 1-2 up to 4-5 per device per minute. For
example, if your network is built from 100 devices on a single VLAN, you should expect no
more than 5-10 broadcasts per second (5 broadcasts x 100 devices gives 500 broadcasts per
minute, that is, around 9-10 per second). More than that is also reasonable as long as they
are not coming in thousands and from an unknown source.

Spanning tree problems

In spanning tree problems, you will get thousands and even tens of thousands of broadcasts
per second (refer to the How it works... section in this recipe to know why). In this case, your
Wireshark, and probably your laptop, will freeze. Close Wireshark, start to disconnect
redundant cables to isolate the problem (pretty much making the network layer 2 loop free),
and check the STP configuration in the switches.
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A device that generates broadcasts

A typical broadcast storm generated from a specific device will have the following
characteristics:

¢ A significant number of broadcasts per second (thousands and more)

¢ In most cases, the broadcasts will be from a single source; but in the case of
attacks, they can be from multiple sources

¢ Usually in constant packet/second rate, that is, with intervals between frames that
are nearly equal

Let us see how we can find a broadcast storm according to the parameters mentioned in the
preceding list in the next three screenshots.

In the following screenshot, we see a large number of broadcast packets sent from a source
MAC (HP network adapter) to £f: ff: ff: ff: ff: ff:

2013 Test

Service initiating the
broadcasts is SMB
Mailslot Protocol

Broadcast sourceis
172.30.121.1

File €| pSec’stime difference |statis

B @ o

o Jime e e L B e

0.000001000 =l Mailslot ] Mail slot
68 0.000002000 172.30.121.1 172.30.121. 255 SMB Mailslot 277 write mail Slot
69 0.000001000 172.30.121.1 172.30,12L%.255 SMB Mailslot 268 Wwrite Mail Slot
70 0.000985000 172.30.121.1 172.30.121.255 sMB Mailslot 277 write Mail slot
71 0.000002000 172.30.121.1 172.30.121.255 SMB Mailslot 268 Write Mail slot
72 0.000001000 172.30.121.1 172.30.121.255 SMB Mailslot 277 Write Mail Slot
73 0.000000000 172.30.121.1 172.30.121.255 SMBE Mailslot 268 Write Mail slot
74 0.000001000 172.30.121.1 172.30.421.255 SMB Mailslot 277 Wwrite Mail slot
75 0.000001000 172.30.121.1 172.30.321.255 SMB Mailslot 268 Write Mail slot

0 1

.001004000 172.30.121. 172.30.121.255 sSMB Mailslot 277 write Mail slot

o Frame 67: 268 bytes on wire (2144 bits), 268 bytes captured (2144 bits) on interface 1

# Ethernet II, [Src: Hewlett-_2b:5d:e3|(f4:ce:46:2b:5d:e3), |Dst: Broadcast |(ff:ff:ff:ff:ff:ff)

2 Internet Protocol Version 4,|Src: 172.30.121.1 |(172.30.121.1),|Dst: 172.30.121.255](172.30.121.255)
s User Datagram Protocol, Src Port: netbios-dgm (138), Dst Port: netbios-dgm (138)

7 NetBIOS Datagram Service

1 SMB (Server Message Block Protocol)

7[sMB Mailslot Protocol

aDada (CC b e

Figure 8.1: Broadcast flooding

As seen in the preceding screenshot, the time column is configured in seconds (which
means the delta between the timestamps of two successive packets will be reported in
seconds). You can configure it by navigating to View | Time Display Format.
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The rate of packets can be viewed by navigating to Statistics | IO Graph. The following

screenshot shows the rate of the broadcast packets is 5,000 packets/second:

M Wireshark 10 Graphs: Tel Hashomer station warm 1-JAN-2013 Test 01

t Ulpcapng ——

€

Ethernet broadcasts filter

Graphs

@ Coler eth.dst==ff.fF:AF:FfAf Style: Line B V] Smooth | Tick interval: 1 sec
GLW Color @E
Color

Packets per Second 7] View as time of day
(Packets/Tick, Tick=1Sec Axi

Scale: Auto
Smooth: | No filter

nle: L (2151 €onncaty || Pixels pertick: s |x]

- B Unit: = Packets/Tick |
Graph 5| Color Style: Line El ) Socth o et
Lo |

v

v

-

| sve [ Qose |

Figure 8.2: Broadcast flooding: 1/0 graph
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By navigating to Statistics | Conversations option, we can see conversations between the
devices from the perspective of Ethernet, IPv4, TCP/UDP. In the top portion of the
following screenshot, we can see an enormous number of broadcasts between two MAC
addresses, while the bottom portion of the screenshot reports the same conversions but
from the IPv4 addresses' perspective. In summary, this has 87,142 broadcast packets
captured in the time duration of 18 seconds.

iCom_é;de

Hashomer station warm 1-JAN-2013 Test 01 p

FDDI | val:3| 1Pv6

PX

bre Channe x1a| nce | rsve | scp | 1ce [ Token Ring | uDR:4] Use [ wian
Ethernet Conversations

4 Packets ¢ Bytes ¢ Packets A—B 4 Bytes A—B ¢ Packets A—B ¢ Bytes A-B 4
746 195 87142 23746195 0 0
ki 1032 (1] 0

87,142 broadcasts, over a
measurementtime of 18

seconds l@gj

:';upl _-r.ra’ r;:] Token Ring

Address A v Address B
| Hewlett-_2b:5d-e3 Broadcast |
Wistronl_ae-77:68 Broadcast
Pvdmcast_Tf:ff:fa Wistronl_ae:7769
Cisco_6e:B0:44 Spanning-tree-(for-bridges) 00 9

@l Conversations: Tel H. LAmﬁmwml-M-ZOﬁTestO :

E‘Iﬂﬂ'l!l:‘l F L'rr_'_n.:r*n'_(‘ ‘3 IPX I l“T-'-I N

v Conversations
| Address A 4 AddressB 4 Packets 4 B € Packets A—~B ¢ Bytes A~B ¢ Packets A—B ¢ Bytes A—B ¢ Rel Start

UDP:AI use ] ..'.‘;_L:l

(172301211 172.30.121.255 | 23746195 87142 23746195 0 0 0000000
| 1723012110  239.255.255.250 a 9542 a 9542 0 0 0255212

1723012110  172.30121.255 3 276 3 276 0 0 11.097158

Figure 8.3: Broadcast flooding: conversations

In the preceding case, the problem was due to a service called SMB mailslot protocol.
Simple trial and error to find out what this service is and disabling it on the station solved
the broadcast storm problem.

It is important to note this: when you disable a service (especially one that
belongs to the operating system), make sure that the system keeps
functioning and stays stable over time. Don't leave the site before you
have verified it!

Also, I would recommend that you run Wireshark again to confirm that no broadcast
flooding is seen.
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Fixed pattern broadcasts

You can also have broadcasts in fixed patterns, for example, every fixed amount of time, as
shown in this screenshot:
Fixed intervals

J. d.
| |
40m 60m
4 m

100m 120m 40m
1min scale '
Graphs —Broadcasts X Axis
Graph 1| Color |Filter: le: Line El 7 Smooth  Tick interval: 1 min -
Graph 2| Color Fier [ethaddr == MR |style [impulse | ] &) Smootn  Prelepertick 13
- | View as time of day
Graph 3} clor |Filter: | |arp.opcode == 1 Style: |Dot ¥ Smooth

e - Y Axis
|Graph 4/ Coler |Filter: Style: Line

— — 12| ¥ Smooth | ynig. Packets/Tick
| Graph 5| Cclor |Filter: E]_J Smooth | Scale  Aute
| cw R

Smooth: No filter
Figure 8.4: fixed pattern broadcasts

‘ -

80m

(]

ARP Requests

K1 K1 EX

The graph is configured for a Tick interval (under X Axis) of 1 min, and for the following
filters:

e The red filter for all broadcasts in the network (eth.addr
==ff:ff:ff:ff:ff:£f)
e The green filter for broadcasts that are ARP requests (arp.opcode ==1)

What we see here is that around every 5 minutes, there is a burst of ARP requests (the green
dots). If we click on one of the dots in the graph, it will take us to the packet in the capture
pane.
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In the following screenshot, we see the scan pattern that happens every 5 minutes:

| Home network 2011-10-19 0001 pcap_ (Wi 1102 (SVN Rev 51934 from Jtrunk-1.

Eile Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help

oo AN BRXE AssDTF L Qe D #Dn % 8

Fitter ?‘&preﬂianm Clesr Apply’ Save

No. Time Source Destination Pratocol Length |Info

55656 50 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.13?| Tell 10.0.0.138
55657 50 Device D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.147?| Tell 10.0.0.138
55658 506 9 T D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.15?| Tell 10.0.0.138
55659 5065.394140™ D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.16?| Tell 10.0.0.138
55660 5065.400402 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.17?| Tell 10.0.0.138
55661 5065.415423 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.187| Tell 10.0.0.138
55662 5065.430599 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.197| Tell 10.0.0.138
55663 5065.445484 D-LinkiIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.20?| Tell 10.0.0.138
55664 5065.460512 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.217?| Tell 10.0.0.138
55665 5065.475497 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.227| Tell 10.0.0.138
55666 5065.490491 D-LinkiIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.23?| Tell 10.0.0.138
55667 5065.594474 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.24?| Tell 10.0.0.138
55668 5065.595355 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.25?| Tell 10.0.0.138
55669 5065.596241 D-LinkIn_f4:7b:a2 Broadcast ARP 42 |who has 10.0.0.267| Tell 10.0.0.138

Figure 8.5: ARP scan

We can see that it is the d-link router (based on the source MAC address) that scans the
internal network. This can be good or bad, but it's good to check what is running in our
network.

How it works...

Broadcasts in IPv4 networks are quite common, and these layer 3 broadcasts will be sent
over layer 2 broadcasts. Every time a layer 3 device sends a broadcast to the network
(destined to the subnet's broadcast address; refer to chapter 10, Network Layer Protocols and
Operations, for more information), it will be converted to all fs destination MAC addresses.

There are several families of broadcasts that you will see in IP-based networks. Some of
them are as follows:

e TCP/IP-based network protocols, such as ARP requests, DHCP requests, and
others

e Network protocols, such as NetBIOS Name Service (NBNS) queries, NetBIOS
Server Message Block (SMB) announcements, Network Time Protocol (NTP),
and others

e Applications that send broadcasts, such as Dropbox, Microsoft network load
balancing, and others
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In IPv6, we don't have broadcasts, but we have unicasts, multicasts, and anycasts. Since the
protocol works with multicasts for discovery mechanisms, announcements, and other
mechanisms, we will see a lot of them.

There's more...

One problem I come across in many cases is how to use the broadcast and multicast storm
control definitions in LAN switches (the storm-control broadcast level [high level] [lower
level] command in Cisco devices). The problem is that in many cases I see configurations
that limit the number of broadcasts to 50, 100, or 200 broadcasts per second, and this is not
enough. In a network, you might install a piece of software that sends broadcasts or
multicasts to the network that cross these values. Then, according to what you have
configured in the switch, it will start sending traps to the management system, generating
syslog messages, or even disconnecting ports (the storm-control action {shutdown | trap}
command in Cisco devices).

The solution for this is simply to configure high levels of broadcasts as the threshold. When
a broadcast storm happens, you will get thousands of broadcasts; so configuring a threshold
level of 1,000 to 2,000 broadcasts or multicasts per second provides you with the same
protection level without any disturbances to the regular network operation.

If you are not comfortable with having a high threshold level for storm control, then you
should audit the network traffic with a goal of determining the rate of broadcasts sent by
end stations during peak working hours and use that data to set an appropriate threshold.

See also

¢ For more information about IPv4, refer to chapter 10, Network Layer Protocols and
Operations
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Analyzing spanning tree problems

All of us have worked with, or at least heard about, Spanning Tree Protocol (STP). The
reason I call this recipe Analyzing spanning tree problems is that there are three major versions
of it, as follows:

e STP: This is an IEEE 802.1D standard from 1998, called 802.1D-1998

¢ Rapid Spanning Tree Protocol (RSTP): This is an IEEE 802.1W standard from
2001, later added to 802.1D, called 802.1D-2004

e Multiple Spanning Tree (MST): This was originally defined in IEEE 802.1S and
later merged into IEEE 802.1Q

There are also some proprietary versions from Cisco and other vendors. In this recipe, we
will focus on the standard versions and learn how to troubleshoot problems that might
occur during STP/RSTP/MST operations.

Getting ready

The best way to find STP problems is to log in to the LAN switches and use the vendor's
commands (for example, Cisco IOS or Juniper JUNOS CLI) to find and fix the problem. If
you have properly configured SNMP on your network device, you will get all the messages
on the management console, unless STP problems somehow cause issues for the switches to
communicate with the management system.

The purpose of this recipe is to show how to use Wireshark for this purpose, even though
we still recommend using it as a second-line tool for this purpose. So just open your laptop,
start Wireshark, and start capturing data on the LAN.
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How to do it...

There are several things to notice in a network regarding STP:

e Which STP version is running on the network?
¢ Are there any topology changes?

Which STP version is running on the network?

Wireshark will provide you with the version of the STP type (STP, RSTP, or MST) running
on the network by looking at the Bridge Protocol Data Units (BPDUs). BPDUs are the
update frames that are multicast between switches.

The protocol versions are:

e For STP, the protocol version ID equals 0
e For RSTP/MST, the protocol version ID equals 3

bridge or multiport bridge. In this book, we will use the terms bridge and

In the standards, you will not find the word switch; it will always be
0 switch.

Are there too many topology changes?

When you monitor STP operations, you may be concerned by many topology changes.
Topology changes are normal in STP, but too many of them can have an impact on the
network's performance as it may cause MAC address aging, which results in unknown
unicast flooding.
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A topology change happens when a new device is connected to or disconnected from the
network. You can see a topology change in the following screenshot:

™= umm-n&"""l!?-- e e — I =——

STP002cap [Wireshark 1102 (SVN Rev 51934 from fruek-110)]
File ot View Go Capture Ansbyze Jlatities Tebephony Took |nternals Help

o® A MW & ax@anes»eFi [@Eacean @Bnn % &
Filter: (=] Expression... Clesr Apply Save

MNo. Time Source Destinatson Pretocel Length Info

«Frame 16: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)
« IEEE 802.3 Ethernet
< Logical-Link Control
spanning Tree Protocol

Protocol Identifier: Spanning Tree Protocol (0x0000)

Protocol Version Identifier: Spanning Tree (0)

BPDU Type: configuration (0x00)

BPDU flags: Ox01 (Topology Change)

= Tepoley hange—acknowledgment: No

Yes
0:0

il .l m
*Root IdentiT -
Root Path cost: 3019
2Bridge Identifier: 49152 / 1 / 00:0f:8f:a5:64:80
Port identifier: Ox8018
Message Age: 1
Max Age: 20
Hello Time: 2
Forward Delay: 15
[_O &7 Frame (frame), 60 bytes Packets: 322 . Displayed: 322 (100.0%) - Load time... | Profile: Default

Topology Change:
BT 493 :8:99:50:c0

Figure 8.6: STP: topology change

When you see too many topology changes, the LAN switch ports that are connected to
hosts that do not support STP (typically, end stations that users frequently power on and
off) should be configured with the port fast feature (applied for Cisco switches; for other
vendors, check out the vendor's manual).

In the old STP (IEEE 802.1d), after connecting a device to a switch port, it
takes the switch around a minute to start and forward packets. This can be
a problem when a client tries to log in to the network servers during this
period of time, or requests an IP address via DHCP. The port fast feature
forces the port to start forwarding within a few seconds (usually 8 to 10),
in order to prevent these kinds of problems.

If topology changes continue, check what could be the problem and who is causing it.
Please be aware that even though most of the topology changes originate at the ports
connected to the end stations, it can also be due to a link flap between two switches.
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How it works...

The STP prevents a loop in the local area networks. A loop can happen if you connect two
or more switches with multiple connections, as shown in the following diagram:

Swi SW2
] ]
A >
3 1 2 3 Station B
Broadcast
packet
1 o SW3
1 2 1 2 2
Station A

Figure 8.7: Spanning tree: how a loop is created

Let's see how a loop is created:

e Station A sends a broadcast to the network. A broadcast can be an ARP,
NetBIOS, or any other packet with all fs in the destination MAC address.

e Since broadcasts are forwarded to all ports of the switch, SW1 receives the
broadcast from port 1 and forwards it to ports 2 and 3.

e SW2 and SW3 will forward the packets to their other ports, which will get them
to ports 2 and 3 of SW4.

e SW4 will forward the packet from port 2 to port 3, and the packet coming from
port 3 to port 2.

* We will get two packets circling endlessly—the one that has been forwarded to
port 3 (the red arrows) and the one that has been forwarded to port 2 (the
green arrows) of SW1.

¢ Depending on the switch forwarding speed, we will get up to tens of thousands
of packets, which will block the network completely.

The STP prevents this from happening by simply building a tree topology, that is, by
defining a loop-free topology. Links are disconnected and brought back to service in case of

a failure.
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In the following diagram, we see how we initially connect all switches with multiple
connections between them, and how STP creates the tree:

Original Topology: Tree Topology:

Ji

STP Forwarding Port E"ﬂﬂ Switch

————— STP Blocked Port
Root Switch

Figure 8.8: Spanning tree: original versus tree topology

BPDUs are update frames that are exchanged between the LAN switches using layer 2
multicast. First, on the Ethernet level, as we see in the following screenshot, the packet will
be multicast from the source MAC of the switch sending the update:
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Fiter: [stp [+ Expression... Clear Apply Save

N Time  Source Destination Protocol  Infe

£ £.ULdup3 5avxetno ll:aa:ep Spanning-tree-(ror-pridges)_UU SIiF CONT. KOOT = 3Z/b&/U/UU:eu
5 4.030626 BayNetwo_ll:aa:eb =

6 6.046489 BayNetwo_ll:aa:eb Spanning-tree-(for-bridges)_00 STP conf. Root = 32768/0/00:e0

= Frame 5: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)
- IEEE 802.3 Ethernet
= Destination:| Spanning-tree-(for-bridges)_00 (01:80:c2:00:00:00) +—-===£ Destination: Multicast |
Address Spann1ng -tree-(for- br1dges) 00 (01:80:c2:00:00:00)
..[ Multicastbit |. .... = LG bit: Globally unique address (factory default)
. set to “1” ... = IG bit: Group address (multicast/broadcast)
[ Source BayNetwo ll:aa: eb (00 e0:7b:11:aa:eb)

Address: |BayNetwo 11:aa:eb (OD e0:7b:11:aa:eb)]- [ Source: Switch MAC address |
3 LG bit: Globally unique address (tfactory default)
IG bit: Individual address (unicast)

Length 38

padding: 0000000000000000
s Logical-Link control
: Spanning Tree Protocol

Figure 8.9: Spanning tree source and destination MAC address

The BPDU is carried by Ethernet 802.3 frame, which has the format as shown in the next
diagram:

2B 1B 1B 1B 8B 4B 8B 2B 2B 2B 2B 2B
Protocol VersionMﬁa@ Bridge Port |Message| Max. | Hello |Forward
ID Type ID ID Age Time | Time | Delay

sozjn 4”’// T 8024w
7l6ls[4[3[2]1]o] 7l6ls[4[3[2[1]o]

7 Topology Change(TC) Topology Change(TC)
6 Notin use 6 Proposal

5 Notin use 4-5 Port role:

4 Notin use 00: Unknown

3 Notin use 01: Alternate

2 Notin use 10: Root

1 Notin use 11: Designated

0 Topology Change Ack(TCA) Learmning

3

2  Forwarding

1  Agreement

0 Topology Change Ack (TCA)

Figure 8.10: Spanning tree BPDU Ethernet frame format
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In the following table, you can see the fields in the STP frame:
Field Bytes | What is it? Values Display filter
Protocol ID |2 The protocol identifier Always 0 stp.protocol
For STP=0
Version 1 The protocol version For RSTP =2 stp.version
For MST =3
Message For STP=0
8 |1 The BPDU type For RSTP =2 stp.type
type For MST =2
In the previous
Lf1
Flags 1 The protocol flags illustration stp ags
The root identifier (root ID), StD. root . brio
Root ID 3 that is, the bridge priority The MAC address of tp ) N P . ’ d
concatenated with the bridge the root bridge ztp ’ izzt ’ ii s Al
hardware address (MAC) e )
Path cost as
Root path calculated by
cost p 4 The path cost to the root switch | spanning tree. If this |stp.root.cost
08 is the root, path cost
will be zero.
The bridge identifier (bridge sto.bridge.prio
. ID), that is, the bridge priority |The bridge MAC b i ge-prio,
BridgeID |8 . . stp.bridge.ext, and
concatenated with the bridge address to . brid h
hardware address (MAC) stp.bridge.tw
The identifier of the
Port ID 2 2 The port identifier port from which the |stp.port
update was sent
The message age field indicates | For every BPDU, the
the amount of time that has bridge that sends the
Message elapsed since a bridge sent the [frame sends a value
2 . . . stp.msg_age
age configuration message on of 0, incremented by 1
which the current for every bridge
configuration message is based | that forwards it
The maximum age, which is
. the maximum time (practically
Max. time |2 the number of bridges) that the Usually 20 seconds stp.max_age
frame can stay in the network
Hello time |2 Time between BPDUs Usually 2 seconds stp.hello
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The forward delay field
Forward indicates the length of time
delay 2 that bridges should wait before [ Usually 15 seconds stp.forward

transitioning to a new state
after a topology change

Note that in the case of MST, an additional header will be added for the MST parameters.

Port states

In STP, the port states are as follows:

e Disabled: In this state, no frames are forwarded and no BPDUs are heard
¢ Blocking: In this state, no frames are forwarded but BPDUs are heard
e Listening: In this state, no frames are forwarded, but the port listens for frames

e Learning: In this state, no frames are forwarded but MAC addresses are learned
by the switch

¢ Forwarding: In this state, frames are forwarded and MAC addresses are learned
by the switch

The moment you connect a device to the LAN switch, the port goes through these stages,
and the time it takes is as follows:

e From blocking to listening takes 20 seconds
¢ From listening to learning takes 15 seconds
¢ From learning to forwarding takes 15 seconds

In RSTP and MST, the port states are as follows:

¢ Discarding: In this state, frames are discarded

¢ Learning: In this frame, no frames are forwarded and MAC addresses are
captured

e Forwarding: Frames are forwarded and MAC addresses are captured

The entire port state transition from discarding to forwarding should take a few seconds
depending on the network topology and complexity.
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There's more...

For spanning tree debugging, the best thing is to get the data from a direct connection to the
LAN switches. A well-configured SNMP trap to a management system can also assist in this
task.

Some examples of STP packets are as follows:

In the following screenshot, you can see an STP frame. You can see that the source MAC
address is a Nortel address, and in the BPDU itself, the root and the bridge identifiers are
equal; this is because the bridge that sends the packet is the root. The port ID is 8003, which
in Nortel switches indicates port number 3.

lo. Time Source Destination Protocol Info

1.999919  Nortel_43:44:00 Spanning-tree-STP

o Frame 4: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)
IEEE 802.3 Ethernet
» Destination: Spanning-tree-(for-bridges)_00 (01:80:c2:00:00:00)

: Source: Nortel_43:44:00 (00:1d:42:43:44:00)
padding: 0000000000000000 MAC address

= Logical-Link Control

= Spanning Tree Protocol
Protocol Identifier: Spanning Tree Protocol (0x0000)
Protoco] Version Identifier: Spanning Tree (0)

BPDU Type: Configuration (0x00) RootID and Bridge ID are the
« BPDU flags: 0x00 same, root cost equal 0
+ Root Identifier: 32768 / 0 / 00:1d:42:43:44:00 :%

Root Path cost: 0
+Bridge Identifier: 32768 / 0 / 00:1d:42:43:44:00

Port identifier: 0x8003 :
gy

Hello Time: 2
Forward Delay: 15

Figure 8.11: Spanning tree BPDU from a root switch

In the following screenshot, you can see a rapid STP BPDU. You can see here that the
protocol identifier equals 2 and the port state that is designated.
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Filter: | stp E&pmsionm Clear Apply Save STP
Mo, Time e SOUMERE. oo s Destination Protocol  Info e e s e g

PVST+ STP RST. ﬁédf =

:98:3c: 00

DA A I A A A b Ae

AANAN~ AT A~ =" A =~ ey e

= Frame 1795: 64 bytes on wire (512 bits), 64 bytes captured (512 bits)
= IEEE 802.3 Ethernet
« Logical-Link cControl
= Spanning Tree Protocol
Protocol Identifier: Spanning Tree Protocol (0x0000)
Protocol Version Identifier:|Rap1d Spanning Tree (2)
BPDU Type: Rapid/Multiple Spanning Tree (0x02)
= BPDU flags: Ox3c [(Forwarding, Learning, Port Role: Designated)
= Root Identifier: 8192 / 2133 / 00:11:5d:98:3c:00
Root Path Cost: 0
@ Bridge Identifier: 8192 / 2133 / 00:11:5d:98:3c:00
port identifier: 0x810c
Message Age: 0
Max Age: 20
Hello Time: 2
Forward Delay: 15
version 1 Length: 0

Rapid Spanning
Tree

Port state of the port
that sends the frame

Figure 8.12: Spanning tree BPDU parameters

In the previous screenshot, you can see an example for MST. Here we see the MST
extension right after the standard STP frame.

Spanning-tree- STP MST. Root = 0/0/00

c1sc0“0§:a3:92

= Ethernet II, Src: Cisco_05:a8:92 (00:1e:f7:05:55:a8), Dst: Spanning-tree-(for-bridges)_00

+Logical-Link Control
spanning Tree Protocol Multiple Spanning
pProtocol Identifier: Spanning Tree Protocol (0x0000) e
Protocol Version Identifier:|Multiple spanning Tree (3)
that sends the frame

BPDU Type: Rapid/Multiple sSpanning Tree (0x02Z)
+BPDU flags: 0x38|(Forwarding, Learning, Port Role: Root)
2 Root Identifier: U /7 U 7 00:1T:27:b%:b5:10

Root Path Cost: 200000
s Bridge Identifier: 32768 / 0 / 00:16:46:b5:8c:80

Port identifier: 0x8012

Message Age: 1

Max Age: 20

Hello Time: 2

Forward Delay: 15

version 1 Length: 0
[ *MST Extension

Figure 8.13: MST BPDU and extension
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Analyzing VLANs and VLAN tagging issues

VLAN, or Virtual LAN, is a mechanism that divides a LAN into separate LANs without any
direct communication between them even though they co-exist in the same physical
infrastructure, and this is where the name virtual comes from. In this section, we will have a
look at recipes to monitor VLAN traffic.

The purpose of this recipe is to give the reader a general description of how to use
Wireshark for VLAN issues. An easier way to solve related problems is to use the vendor's
CLI (Cisco IOS, Juniper JUNOS, and so on) for this purpose.

Getting ready

We will discuss two issues in this recipe:

e How to monitor traffic inside a VLAN?

e How to view tagged frames going through a VLAN-tagged port?

In the first case, a simple configuration is required. In the second case, there are some points
to take care of.

While capturing on a VLAN, you won't necessarily see the VLAN tags in packets. The
question of whether you will see the VLAN tags actually depends on the operating system
you are running, and whether your Network Interface Card (NIC) and the NIC driver
support this feature.

entirely depends on the OS and the NIC vendor. Go to the vendor's

The question of whether your OS and NIC supports VLAN tagging
0 manuals or Google to find out.

In the following diagram, you can see a typical topology with VLANSs. The upper switch is
connected by two trunks (these are ports that tag the Ethernet frames) to the lower switches.
On this network, you have VLANSs 10, 20, and 30, while PCs connected to each of the
VLANSs will not be able to see PCs from other VLANS.
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S1 S2 S3
VLANLO = ===- L & J
VLANZO === T~ T 5
VLANZO seressnsasssnnes —- —d i
l H
Trunk 1 Trunk 2
SW2 SW3
R [ w
R I
g g g gg g 8 g8
P1 P3 P6 P7

Figure 8.14: VLAN tagging

How to do it...

Connect Wireshark to the switch you want to monitor. Let's look at the preceding
configuration (shown in the preceding diagram).

Monitoring traffic inside a VLAN

In order to monitor traffic on an entire VLAN:

1. Connect your laptop to the central switch and to one of the ports.

2. Configure the port mirror from the monitored VLAN to the port you are
connected to. For example, if you connect your laptop to SW1 port 4 and you
want to monitor traffic from VLAN10, the commands will be (in Cisco):

e Switch(config) #monitor session 1 source vlan 10
e Switch(config) #monitor session 1 destination interface
fastethernet0/4
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This will show you traffic from VLAN10 that is forwarded through the central switch, SW1.

For further information on how to configure port mirroring on various
vendor websites, search for SPAN (in Cisco), port mirror, or mirroring
(HP, Dell, Juniper, and others). While monitoring traffic in a blade center,
usually you can only monitor traffic on a physical port; however, there are
applications that enable you to monitor traffic on a specific server on a
blade (for example, Cisco Nexus 1000V).

Viewing tagged frames going through a VLAN tagged
port

Monitoring tagged traffic is not a straightforward mission. The issues of whether you see
VLAN tags while capturing data with Wireshark or not will depend on the network adapter
you have, the driver that runs over it, and what they do with VLAN tags.

The simplest way to verify that your laptop can capture tagged frames is as follows:

1. Start capturing the tagged port with the port mirror. If you see tags, continue
with your work.

2. If you don't see any tags, go to the adapter configuration. In Windows 7, you get
there by clicking on Start and then navigating to Control Panel | Network and
Internet | View Network Status and Tasks | Change Adapter Settings | Local
Area Connection. Next, perform the steps as shown in the following screenshot:
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",_mmwwg o]
T /| Value:

Connect using: /

& Restek PCle GBE Famiy Cortroller / IE!EE & VLAN Enabled "'.']

> Pﬁoﬁ' & VLAN Disabled
I Priorty & VLAN Enabled
Priority Enabled
¥ i btemet Protflool Version | | The folowing properties are available for this adater. OF VLAN Enabled

W 4. Lirk-Layer Thpology Disc LummwﬂWWMhb‘l.w salactits v
W o Liric-Layer Thpology Diac

Proparty
ARP Offficad

Large Sand Offload w2 [Pvé)
Large Send Offfoad v2 (IPvE)
Address

Figure 8.15: Enabling priority and VLAN

Configure the adapter with priority and VLAN disabled. This will move the tags for the
WinPcap driver and for the Wireshark

In the previous screenshot, we see an example of a Lenovo laptop with
Realtek NIC. The illustration gives an example on a popular device, but it
can be different on other laptops or servers. The principle should be the
same: disable the adapter by extracting the VLAN tag so that it will be
forwarded to the WinPcap driver and presented on Wireshark.
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How it works...

Tags are small pieces of data added to a packet in order to add VLAN information to it. The
tag is a 4 bytes long string (32-bits), as presented in one of the following diagrams. Most
network adapters and their drivers will simply pass VLAN tags to the upper layer to handle

them. In these cases, Wireshark will see VLAN tags and present them. In more

sophisticated adapters and drivers, the VLAN tag will be handled by the adapter itself. This
includes some of the most common adapters with Intel and Broadcom Gigabit chipsets. In

these cases, you will have to disable the VLAN feature.

When configuring the NIC driver, in order to ensure that it will not handle VLAN tags, the
packets will simply be forwarded to the WinPcap driver and presented by Wireshark.

Laptop with Wireshark

______ =1 WInPCAP Driver -

Figure 8.16: VLAN tagging and network adapters

Ethernet
Frame

2 — 4096 Std. VLANs

6 bytes 6 bytes 2 bytes 2 bytes 2 bytes 46-1,500 bytes 4 bytes
Destination| Source Protocol Protocol
MAC MAC Type 80214 | pype Pata Fes
Tag ID: 8100 for 802.1Q
Proprietary L 802.1Q 8a88 for 802.1ad
2-byte number Priority | CFl | VLANID | o Priority: 8 levels, 0-7
- - - - CFl: Always set to “0”
16 bits 3bits 1bit 12 bits VLAN ID: O — No VLAN
1 — Native VLAN
Tag pro_tocol Tag control field
identifier

Figure 8.17: VLAN tagging
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In the following screenshot, you see an example for a tagged frame; the frame is tagged
with VLAN ID = 20:

Eibe  Ecit fln- ﬁo Copture  Anabyze fldlli-n Ttlw'wn}: lwh Inh"nll\ Help

Co AWM BEXR Ve T2 DIEI Qaen Egumg B
Filter: _J Expeewsion... Apph

Protecel ength Infe
CICP 86 5744 > Pops LSYN] Seq=uU WIN=sive L
66 57456 > http [SYN] Seq=0 Win=8192 L¢

A pilam bhm= A A A 1709 *~11 1A A N~ 111

“Frame 51: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface 0
< Ethernet II, Src: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73), Dst: Netgear_40:ac:46 (2c:b0:5d:404
- 802.1Q V1rtua‘| LAN, PRI: 0 CFI: 0, ID: 20

000. .... . e Priority: Best Effort (default) (0)

analD CFI: canonical (0)

e 0000 0001 0100 ID: 20

Type: IP (0x0800)
: Internet Protocol Version 4, Src: VIANID =20 | (10,0.0,110), Dst: 81.218.31.178 (81.218.31.17|
- Transmission Control Protocol, Src POFET: 57456 (57456), Dst Port: http (80), seq: 0, Len: Of

Figure 8.18: Packet with a VLAN tag

There's more...

Wireshark will also capture double tags, just like the 802.1ad standard. These tags are
what's called service tags and are added at the service provider edge in order to divide
between the provider and the customer tags. The provider tag is called S-tag (802.1ad), and
the customer tag is called C-tag (802.1Q). It is also referred to as a QinQ mechanism.

See also

¢ For more information about WinPcap, go to the WinPcap home page at http://
wWw.winpcap.org/

¢ For more information on the UNIX/Linux library, refer to the tcpdump home
page at http://www.tcpdump.org/
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Wireless LAN

In this chapter, we will learn about:

e Introduction to wireless networks and standards
e Wireless radio issues, analysis, and troubleshooting
e Capturing wireless LAN traffic

Skills learned

By the end of this chapter, the reader will be able to analyze Wireless LAN traffic and
diagnose connectivity and performance problems reported by users.

Introduction to wireless networks and
standards

Wireless networks have become very popular in the last decade, and it is now one of the
most essential connectivities we need for our gadgets to stay connected. At a high level, a
wireless network can be of the following types:

¢ Wireless Personal Area Networks (WPAN): Wireless devices stay within 5-10
meters of each other and can be built ad-hoc-based

e Wireless Local Area Network (WLAN): Wireless devices stay within 100 meters
of each other
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* Wireless Metropolitan Area Network (WMAN): Wireless devices stay less than
100 meters away from each other and within ~5 kilometers (3.1 miles), and
usually provide coverage for a suburb or town

WPAN
802.15

<10m
e.g., Bluetooth

Figure 9.1: Types of Wireless Networks

Let's have a quick look at various WLAN standards. The IEEE 802.11 committee has been
developing wireless LAN standards since the mid-1990s and has published several, from
802.11b to 802.11ac, as given here:

Standard 802.11b 802.11a 802.11g 802.11n 802.11ac

Year 1999 1999 2003 2009 2013

Frequency 2.4 GHz 5GHz 2.4 GHz 2.4 /5GHz |5 GHz

Number of channels |3 <=24 3 Dynamic |Dynamic

Transmission DSSS /

technology DSSS OFDM OFDM OFDM OFDM
6,9,12,18, |6,9,12,18,

Datarate (Mbps)  |1,2,5.5, 11|24, 36,48, |24, 36,48, 54 |<=450 éggg (%a"e?'
54 - OFDM (Wave2)

Understanding WLAN devices, protocols, and
terminologies

It is important to know the wireless radio fundamentals and various WLAN devices so that
it will be helpful to understand user-reported problems and troubleshoot them.
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Access point (AP)

Wireless LAN networks are based on access points (AP)—hardware that allows wireless
stations/devices (referred to as STA) to connect to it and in turn to a wired network. An AP
usually connects to an upstream switch/router.

Wireless LAN controller (WLC)

A Wireless LAN Controller (WLC) is a piece of hardware that communicates with and
manages a large number of lightweight APs using the IEEE CAPWAP (Control and
Provisioning of Wireless Access Points) protocol, which is based on Cisco's Lightweight
Access Point Protocol (LWAPP). CAPWAP carries both control traffic (DTLS-encrypted) as
well as data traffic (DTLS encryption optional) between the APs and Controller.

APs can be deployed in standalone or centralized mode.

¢ Standalone: As the name suggests, in this mode, APs are deployed and
maintained individually. This is the most commonly seen type of deployment in
small/medium businesses, where only a few APs are needed.

e T

Local Area Network

| -\\‘
_- 9

Wireless Access Point \ Wireless Access Point \ '.

Wireless Station Wireless Station

Figure 9.3: Wireless APs in standalone mode
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¢ Centralized: In this mode, large number of APs are managed by wireless LAN
controller(s) for their device configurations, security/policy settings,
software/firmware updates and so on. The connectivity between the APs and
Controller can be either via a layer 2/3 network. As mentioned earlier, APs are
managed by wireless controller using CAPWAP protocol, which handles both
data as well as control traffic.

Wireless Controller

T OO\ CAPWAP Tunnel
L2/13
Network

Wireless Access Point \ Wireless Access Point \ .

Wireless Station Wireless Station

Figure 9.4: Wireless APs in centralized mode

With a basic understanding of wireless LAN devices, let's look into a few more
terminologies used in wireless:

e STA: Wireless station or client using the service

e AP: The device providing wireless service to the clients

e DS: Distribution, the LAN that connects the APs

¢ BSS: Basic Service Set (BSS), or units of wireless devices operating with the
same media characteristics (for example, radio frequency and modulation
scheme)

¢ ESS: Extended Service Set (ESS), or logical units of basic service set(s) in the
same logical network segment (for example, IP subnet and VLAN)
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Refer to the following diagram for a better understanding of these terminologies:

802.11 [AN
. S 802.x Secured
LAN

1

; = (77 STA2
= V' STA1 e

DS (LAN) :

ESS ESS - Extended Service

oy
e

802.11 LAN °'A3

STA - Station

DS - Distribution

Figure 9.5: Wireless LAN distribution and service sets

Wireless radio issues, analysis, and
troubleshooting

Getting ready

When users complain about no or poor connectivity through a Wi-Fi network, go as close as
you can to the users' location with your laptop and verify that you are getting the Wi-Fi
network.

How to do it...

To find out where the problem comes from, go through the following steps:

1. Do the users have poor wireless connectivity or absolutely no connectivity?

2. Is the poor wireless connectivity issue seen in different parts of the floor/building
or only in a specific section of the floor/building?
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Zero wireless connectivity

If the users have zero connectivity, then access and check the status and health of the access
points (operating in standalone mode) providing coverage in the area affected.

If the APs are centrally managed by a controller, then their user interface (GUI) should
provide ways to check the status of the APs, their health, and specifically the SSIDs they
provide services for. From the following screenshot, we can see that a Cisco Wireless
Controller reports the number of APs, their uptime, and so on.

Save Configuration  Bing Logout Refresh

MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Monitor All APs Entries 1- 42 of 42 [
Summary Current Filter None [Change Filter] [Clear Filter]
» Access Points
} Cisco CleanAir Humber of APs 42
b Statistics
- AP Name AP Model AP MAC AP Up Time Admin Status| L
» Rogues APSO- AIR-CAP1602E-E-K9 1c:6a:7a:al:bases 2d,02h48m o7 s Enabled 1
Clients AP91- AIR-CAP1602E-E-K9 1c:6a:7a:ad:0d:57 2d,02h50m20s Enabled
Multicast APT6- AIR-CAP1602E-E-K9 1c:Ba:7a:al:bc:f3 2d,02h48mols Enabled
Applications APTFT- AIR-CAP1602E-E-K9 1lc:6ar7atal:ba:7s 2d,02h49mi3s Enabled
APB3- AIR-CAP1602E-E-K9 1c:6a:7a:ad:0a:54 2d,02h43mig9s Enabled
AP39- AIR-CAP1602E-E-K9 1c:6a:7atad:0c:db 2d,02h49m28s Enabled
APT5- AIR-CAP1602E-E-KG 1c:6a:7a:al:boiee 2d,02h483mo0s Enabled
AP23- AIR-LAP1242AG-E-K9 9c:afica:00:64:c8 2d,02hsdam4aas Enabled I
AP85-( AIR-CAP1602E-E-K9 1c:6a:7a:ad:0a:4d 2d,02h50m36s Enabled
APS4- AIR-LAP1042N-E-KS e0:2f:6d:a5:ch: 14 2d,02h38mi7s Enabled
AP80- AIR-CAP1602E-E-K9 1c:6a:7a:ad:0d:6b 2d,02h49m17s Enabled
APB3- AIR-CAP1602E-E-KG 1c:6a:7a:ad:09:f9 2d,02h48m24s Enabled
AP81- AIR-CAP1602E-E-K9 1c:6a:7a:5d:de:al 2d,02h48m22¢ Enabled
AP84- AIR-CAP1602E-E-K9 1c:6a:7a:5d:dd:b8 2d,02h49mil2s Enabled
APS2- AIR-CAP1602E-E-K9 1c:6a:7a:ad:0d:68 2d,02h4sm38s Enabled
AP78- AIR-CAP1602E-E-K9 1lciGa:7aiad:0d:5d 2d,02h43m39s Enabled
APB3- AIR-LAP1242AG-E-K9 ac:f2:c5:ea:c5:1e 2d,02h53m33s Enabled
APS3- AIR-CAP1602E-E-K9 1c:6a:7a:al:bd:34 2d,02h49m35¢s Enabled
APS2- AIR-CAP1602E-E-K9 1c:Ba:7a:5d:de:87 2d,02h4sm30s Enabled
AP94- AIR-CAP1602E-E-K9 1c:6a:7a:ad:0c:90 2d,02hs0mo4s « Enabl
— i e mrEtR  RAEIUnT FudWElex -
4 1 | 3

Figure 9.6: Cisco wireless controller APs list and status

Please be aware that there is a process for APs to discover the controller, join the wireless
domain, and download the configurations/policies. I recommend referring to specific
vendors' troubleshooting documents to diagnose and resolve the issues.

If the APs are missing from the controller's user interface, then there could be a connectivity
issue between them. Troubleshooting connectivity issues between APs and the controller
with packet captures is the same as between two PCs in a network.
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Please be aware that not all the SSIDs are broadcast by the APs. So, if a
user complains of not seeing a specific SSID, it could be due to APs not

broadcasting them. If it is so, then try joining the specific SSID manually,

with username/password credentials.

Poor or intermittent wireless connectivity

If the users report intermittent connectivity and poor performance, carry out the following

steps.

The basic tool is right in the laptop (as we can see in the following screenshot), where you

have the first indication for:

e The signal strength, which is also referred to as Received Signal Strength

Indicator (RSSI)

e The access point ID, that is, the Service Set Identification (SSID)
¢ The security protocol used
e Radio type (802.11n, as shown in the screenshot)

13:54
00/0072013

— —

Currently connected to: "

iy Bezeq-NGN_160978
Internet access

Dial-up and VPN ~
Internet 3G |
rk ynnection

Bezeq-NGN_160978 Comected.

imA 2 Network Name

e: Bezeg-NGI :\‘::75 Signal strength
Bezeq Free | 60973 ‘)]n Strength: Good H
! Security Type: Unsecured Sec‘f"ty type
bondy Radio Type: 80211n Radio type
SSID: Bezeq-NGN_160978 W-LAN SSID

Open Network and Sharing Center

Figure 9.7: Wi-Fi network and details in a PC
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Once you have confirmed that the proper Wi-Fi network is available at the user's location,
use dedicated software (for example, the free version of Acrylic Wi-Fi, Homedale for
Windows, the free version of NetSpot for Apple Mac, or the macOS wireless diagnostics
tool). Thus, you discover the available networks, signal strength, channels, link quality, and
many more details. This will provide an overview of the Wi-Fi networks available at the
location and also possible frequency disturbances, interference, and radio problems. Some
pieces of software also provide options to monitor signal quality for a specific duration.

RSSI levels indicate that the higher the number, the lower the strength:

¢ -60 dBm and better: This indicates a good signal level

¢ -80 dBm to -60 dBm: This indicates a reasonable signal level
e -80 dBm to -90 dBm: This indicates a weak signal level

¢ -90 dBm and lower: This indicates a very weak signal

¢ teewss uiwomaisue [ AP’S MAC Address | - - =
File Windows Tooks Help Go.Pro/ Q) © O @) 1015 reeface | Del Wreless 1702802 110/ 5lap° 9 | Monitor: ON | GPS
Menu  « [ Access Points (Showing 9 of ipdated 4)
SSID # Machddess' th Chan 80211 daxSpesca | WEP WPA WPA2 WPS  Password  Vendor Data Management FistSeen Last Seen
( ”)) 7] 14:B9:68:07:90:3C 1 bagn 270 Mops PSK- (TKIP |CQMP) 1.0 Huawei Technologies Co. Lid 2 13:14.09 ClHlIMagu
-I-I bg.n | 2167 Mbos | [ASUSTek COMPUTER INC. -E'. 181115
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B [Hdden) 00:0C:42:0C:AD:89 9 1 bg 54 Mpps Open Routerboard .com » 19:11:12° 00:00:13 a0
Packets W Rodbos 00:26:24:CD:D4:D4 8, 1 b.g 54 Mbps. PSK- (TKIP |CCMP) PSK- (TKIP|COMP) Thomsan Inc. m 191113 now
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Figure 9.8: Wi-Fi networks, RSSI levels and speed from acrylic
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If you have RSSI in the reasonable range and above, the received level is usually enough
and you should look for frequency disturbances and other radio problems. Signal-to-Noise
Ratio (SNR) is one of the important parameters; it provides the ratio between the signal
power and noise power in the environment.

A rule of thumb that I usually apply for wireless network design is that,
for standard enterprise applications, I require 75 dBm and better; and for
wireless networks that should also be used for VoIP, I require -65 dBm or
better.

If you want to check whether there are any disturbances, you can use software that will
discover RSSI over time, and it will give you a more accurate picture of your network. In
the following screenshot, you see one such piece of software called inSSIDer; it gives you a
more accurate picture of which access points are working and their details.

#A inS5IDer for Home

Ble View Help
NETWORKS

X Metworks Table keyboard shortouts: j=down, keup, s=star, c=clear all
X inSSIDer has starred the network you are connected to. To optimize a different one, star it in the Networks list below

]
FILTERS

bon: WPAZ-Personal
WEP

DimA_2 73 6+10

Available networks
Networks RSSI over
time

Network on
channel 6

FC7

Figure 9.9: RSSI over time from inSSIDer
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Try to find out the following problems:

e Different APs working on the same channel in the same area

e Low SNR, seen when RSSI is low (normally lower than -90 dBm) and/or noise is
high

802.11 networks operate in the 2.4 GHz ISM (industrial, scientific, and medical) band, which
is unlicensed. As a result, it is crowded due to transmissions from all kinds of devices such
as wireless video cameras, microwave ovens, cordless phones/headsets, wireless gaming
consoles/controllers, motion detectors, and even fluorescent lights.

Microwave Ovens . i
Wireless Video Flourescent Lights
Cameras

Wireless Wireless Game
Headphones Controllers

Figure 9.10: 802.11 interferers

You can expect frequency disturbances in areas such as airports, seaports, and military
zones. The next step is to use spectrum analyzers to check which frequencies are used in
your area. Spectrum analyzers are available from various vendors such as Fluke Networks,
Agilent, and Anritsu.

Wireshark can be used to analyze Wi-Fi control frames. The first thing to look for is whether
the APs are sending beacon frames and they are also received at the wireless station. In the
following screenshot, you can see these frames:
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= .
Filter: = | Expression.. Clesr Apply Save STP

No. Time Source Destination Protocol Info

Cisco-L7_03:30:5 roadc £ frar SN=562,

40 3.276800 cCisco-L1_03:30:53 Broadcast 802.11 Beacon frame, SN=563, FN=0, Flags=.
41 3.370200 cisco-L1_03:30:53 Broadcast 802.11 Beacon frame, SN=564, FN=0, Flags=.
42 3.478602 cisco-L1_03:30:53 Broadcast 802.11 Beacon frame, SN=565, FN=0, Flags=.
43 3.584060 Cisco-Li_03:30:53 Broadcast 802.11 Beacon frame, SN=566, FN=0, Flags=.
44 3.666400 Cisco-Li_03:30:53 Broadcast l802.11 Beacon frame, SN=567, FN=0, Flags=.

Y
= Frame 39: 78 bytes on wire (624 bits), 78 bytes capt :
- IEEE 802.11 Beacon frame, Flags: ........ Beacon frames
Type/Subtype: Beacon frame (0x08) transmitted by APs

+ Frame Control: 0x0080 (Normal)

Duration: 0

Destination address: Broadcast (ff:ff:ff:ff:ff:ff)
Ssource address: Cisco-Li_03:30:53 (00:14:bf:03:30:53)
BSS Id: Cisco-Li_03:30:53 (00:14:bf:03:30:53)

Fragment number: 0
Sequence number: 562 BSS—theBau
IEEE 802.11 wireless LAN management frame Station

7 Fixed parameters (12 bytes)
: Taoaed parameters (42 bvtes)

Figure 9.11: Beacon frames sent by APs

The APs periodically send beacon frames to announce its presence, SSID, security method
used, and so on, along with timestamps.

Wireless stations/devices continuously scan all 802.11 radio signals and listen to beacons to
determine the best access point and wireless network to associate with. The stations
acknowledge the beacon in order to register to an AP and specific SSID.

Wireless stations can also send Probe Request frames to discover nearby access points,
which will respond with probe response frames to provide further information.

After identifying the preferred wireless network and acknowledging the beacon frame, a
standard DHCP process will start, as described in chapter 10, Network Layer Protocols and
Operations.
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Capturing wireless LAN traffic

Capturing options

If you are trying to capture traffic between a wireless station running Wireshark and other
wired/wireless machines in the network, and interested only in regular network data, not in
802.11 control packets or radio/link-layer information, then you don't have to do anything
special. Just open Wireshark, choose the specific wireless interface you are interested in,
apply the necessary filters and run it in promiscuous mode.

Using Wireshark, if you want to capture traffic between different
processes running within the wireless station, then the capture should be
done on a loopback interface.

If you are trying to capture traffic that is not only sent to or from the wireless station
running Wireshark but also between different wireless devices in the network—and if you
are interested in 802.11 control packets or radio/link-layer information—then you have to
do it by enabling monitor mode, highlighted as follows (Wireshark version 10.6, running on
Apple macOS Sierra 10.12.6). This type of capture is often referred to as Over-the-Air
(OTA) packet capture.

Interface Traffic Link-layer Header raplen (B) Buffer (MB
> Wi-Fi: en0 M Aiehon. Ethernet
p2p0 Raw IP
» awdl0 Ethernet
Thunderbolt Bridge: bridge0 Ethernet -
» utunO BSD loopback default 2
Thunderbolt 1: en1 - Ethernet default 2
Display FireWire: fw1 Apple IP-over-IEEE 1394 default 2 .
Thunderbolt 2: en2 Loo pback 0 Ethernet default 2
I+ Displ_ay Ethernet: en5 y A Jo Ethernet default 2
v Loopback: lo0 b s phosngn BSD loopback default 2 —
Addresses: 127.0.0.1, =1, fe80:1
gif0 BSD loopback default 2 .
stfQ BSD loopback default 2 -
Cisco remote capture: cisco Remote capture dependent DLT
Random packet generator: randpkt Generator dependent DLT
SSH remote capture: ssh Remote capture dependent DLT
UDP Listener remote capture: udpdump Exported PDUs — —_ . -

Figure 9.12: Wireshark interface capture options
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Please be aware that Wireshark provides limited capabilities to perform OTA packet
captures; several commercial tools and applications are available to provide more
comprehensive monitoring and troubleshooting capabilities and features.

In Unix-based operating systems and Apple macOS (10.6 or above), there
are a few built-in tools such as airportd, airport utility, Wireless
Diagnostics, and tcpdump that can be leveraged for capturing and
analyzing wireless packets.

Getting ready

With a basic understanding of the available options to capture traffic, let's discuss the steps
seen during a successful association of a station to the wireless network and also access to
network services/data:

e Wireless stations receive beacon frames from AP and/or exchange Probe Request
and Responses with AP to get associated.

¢ On successful association, the stations go through the authentication process and
get permission.

e Wireless clients provided with IPv4/v6 address based on the network policy.

¢ In the web authentication process, users agree to terms and conditions from the
wireless service provider. This step may be optional, depending on the provider.

With the aforementioned steps, numerous issues can occur in the network; they may stop a
station from getting successfully associated with wireless networks and accessing data.
Here, we are going to look into some very commonly seen issues:

e Wireless station not joining a specific SSID
e After a successful association to an SSID, users are not able to authenticate

How to do it...

Please review the previous section—wireless radio issues, analysis, and
troubleshooting—and make sure there are no radio/link-layer issues.
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Wireless station not joining a specific SSID

Run Wireshark in monitor mode and filter the traffic sent and received by a wireless station
(device under troubleshooting), with applicable filters.

As discussed in previous chapters, locate the field of interest in a given
frame, right-click on it, and select Apply as Column to add the field as a
column. For example, you can add data rate, strength, and so on, which
will be very helpful during troubleshooting.

Consider a scenario where an Apple wireless device just got activated and joining is an
SSID. As you see next, the wireless device sends a probe request and gets a probe response

from the AP. Filter used: (wlan.fc == 0x4000) or (wlan.fc == 0x5008):
L _s Il R —
4 ® RE Q@ EF IS 5 QaqQaQE
|1 |{(wlan.fc == 0x4000) or (wlan.fc == 0x5008) [X] v| Expression.. +
No. A Time Source Destination Protocol Info
1 2017-11-22 13:12:34.450638 Apple_43:90:ad Broadcast 802.11 Probe Request, $N=2674, FN=0, Flg
2 2017-11-22 13:12:34.450724 Cisco_7@:aa:bf Apple_43:90:ad 802.11 Probe Response, |SN=1956, FN=0, F}

Probe
Req & Resp

Frame 1: 164 bytes on wire (1312 bits), 164 bytes captured (1312 bits) on interface @
Radiotap Header v@, Length 25

802.11 radio information

IEEE 802.11 Probe Request, Flags: .susuess C

IEEE 802.11 wireless LAN

vyYVYYY

Figure 9.13: Probe request and response
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Please note that the probe request is a broadcast, which is destined to all Fs mac-addresses.

» Frame 2: 325 bytes on wire (2600 bits), 325 bytes captured (260@ bits) on interface @
» Radiotap Header v@, Length 25
v |802.11 radio information
PHY type: 8@2.11la (5)
Turbo type: Non-turbo (@)
Data rate: 12.9 Mb/s
Channel: 1e8
Frequency: 5540MHz
Signal strength (dBm): -5@dBm
Noise level (dBm): -95dBm AP and BSS Info
TSF timestamp: 2248193538
» [Duration: 224us]
v | IEEE 8062.11 Probe Response, Flags: ....R...C
Type/Subtype: Probe Response (8x0005)
» Frame Control Field: @x5008
.000 0000 @011 @@@@ = Duration: 48 microseconds
Receiver address: Apple_43:98:ad (78:88:6d:43:98:ad)
Destination address: Apple_43:90:ad (78:88:6d:43:90:ad)
Transmitter address: Cisco_7@:aa:bf (84:3d:c6:70:aa:bf)
Source address: Cisco_7@:aa:bf (84:3d:c6:7@:aa:bf)
BSS Id: Cisco_7@:aa:bf (84:3d:c6:70:aa:bf)
ssss ssss ssas 0000 = Fragment number: @
9111 1010 0180 .... = Sequence number: 1956
Frame check sequence: 8xb6a8c767 [correct]
[FCS Status: Good]
v IEEE 802.11 wireless LAN

— 802.11 Radio Info |

Figure 9.14: Probe response header details: radio, AP, and BSS

As you see here, a valid probe response will have radio/link-layer information such as
frequency, channel, SNR, and so on in the 802.11 radio information header, and transmitter
and BSS information in the 802.11 probe response header.
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The next image shows SSID, supported rates in Mbps, and other capabilities in the 802.11
wireless LAN header. Make sure that all of the information looks valid and compatible to
the wireless adapter.

v IEEE 802.11 wireless LAN
» Fixed parameters (12 bytes)
v Tagged parameters (260 bytes)
» Tag: |SSID parameter set: test
» Tag: |Supported Rates 12(B), 18, 24, 36, 48, 54, [Mbit/sec]
p Tag: Country Information: Country Code US, Environment Any
» Tag: QBSS Load Element 802.11e CCA Version
» Tag: HT Capabilities (862.11n D1.19)
» Tag: RSN Information
» Tag: HT Information (802.11n D1.10) SSID and
» Tag: Extended Capabilities (8 octets) Supported rates
» Tag: Cisco CCX1 CKIP + Device Name
» Tag: Vendor Specific: Aironet: Aironet DTPC Powerlevel @x@B
» Tag: VHT Capabilities (IEEE Std 802.1lac/D3.1)
» Tag: VHT Operation (IEEE Std 8@2.1lac/D3.1)
» Tag: VHT Tx Power Envelope (IEEE Std 882.1lac/D5.8)
» Tag: Vendor Specific: Microsof: WMM/WME: Parameter Element
» Tag: Vendor Specific: Aironet: Aironet Unknown (1) (1)
» Tag: Vendor Specific: Aironet: Aironet CCX version = 5
» Tag: Vendor Specific: Aironet: Aironet Unknmown (11} (11)
» Tag: Vendor Specific: Aironet: Aironet Unknown (19)
» Tag: Vendor Specific: Aironet: Aironet Client MFP Disabled
Figure 9.15: Probe response header details: SSID and rates
After getting a response, the wireless client gets associated with a specific SSID serviced by

the AP. As shown next, after the probe request and response, the client and AP exchange a
few more messages to complete the association process.

Source Destination Protocol Info

Apple_43:98:ad Broadcast 8062.11 Probe Request, SM=2674, FN=0, Flags=........ C, 55ID=..

Cisco_7@:aa:bf Apple_43:98:ad 862.11 Probe Response, SN=1956, FN=8, Flags=....R...C, BI=1.

Apple_43:9@:ad Cisco_7@:aa:bf 862.11 Authentication, SM=2675, FN=8, Flags=........ C
Apple_43:9@:ad (78:8. 802.11 Acknowledgement, Flags=........C

Cisco_7@:aa:bf Apple_43:90:ad 802.11 Authentication, SN=2967, FN=0, Flags=........C

Apple_43:98:ad Cisco_7@:aa:bf 802.11 Association Request, SN=2676, FN=8, Flags=....R...C,.
Apple_43:98:ad (78:8.. 882.11 Acknowledgement, Flags=........ C

Cisco_7@:aa:bf Apple_43:98:ad 802.11 Association Response, SN=2968, FN=8, Flags=........ C

Figure 9.16: Wireless client and AP association process
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If you look at the 802.11 Wireless LAN header in the final Association Response frame sent
by the AP, you should see the Status Code field as Successful. This indicates successful
association of the client with the specific AP and SSID.

Frame 8: 181 bytes on wire (1448 bits), 181 bytes captured (1448 bits) on interface @
Radiotap Header v@, Length 25
802.11 radio information
IEEE 8@2.11 Association Response, Flags: .......s C
IEEE 802.11 wireless LAN
v Fixed parameters (6 bytes)
p Capabilities Information: @x@111

«.00 9ped @181 1111 = Association ID: @x@e@5T

» Tagged parameters (122 bytes)

4 ¥y Y¥Yyv¥y

Figure 9.17: Wireless client and AP association: status code

Users not able to authenticate after successful
association

After successful association, if you see user data exchanged between the client and the AP,
then most probably there is no security policy implemented. This is commonly seen in
department stores or hotels, where guests are allowed to access wireless networks with no
device-level authentication. Remember, an application-level authentication may occur when
users open the browser, where they are requested to provide username/password
credentials and/or accept terms and conditions to continue to use wireless services.

Before troubleshooting authentication issues, let's understand the authentication framework
and various methods.

Extensible Authentication Protocol (EAP) is one of the most prevalent authentication
frameworks seen in today's deployments, and widely supported by various vendors and
wireless clients. This framework, which itself is not an authentication mechanism, provides
common authentication functions and negotiation, referred to as EAP methods. There are
currently 40 or more methods that are used to secure the communication between devices,
for example, LEAP, EAP-TLS, EAP-MD5, EAP-FAST, EAP-IKEv2, and so on.

Note:

e EAP is defined in RFC5274. Earlier it was defined in RFC3748.

¢ The requirements for methods used specifically in Wireless LAN are described in
RFC4017.
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e Refer to the IANA EAP Registry for types and codes used in EAP packets, at the
foﬂovvhlglhlk:https://www.iana.org/assignments/eap—numbers/eap—numbers.

xhtml.

¢ IEEE 802.1X defines the encapsulation of EAP over LAN, which is also referred to
as EAPoL.

Please refer to the following screenshot to follow the events that occur after successful
association.

Filter used: (wlan.da == 78:88:6d:43:90:ad or wlan.sa == 78:88:6d:43:90:ad)
&& (eapol.type == 0).Here, 78:88:6d:43:90:ad is the wireless client's MAC address:

e Frame #9: AP sends a request to the wireless client to identify itself.

e Frame #10: The Apple wireless client identifies itself.

e Frame #12: The AP wants to set up a secure tunnel to protect all the EAP
communication (referred, as Protected EAP—PEAP) using the EAP-TLS
method.</1i>

e Frame #13: The client starts to send TLS ver1.2 frames to the AP.

e Frames #15-46: The AP and wireless device exchange a few more packets to
complete the authentication process and encapsulation method.

(wlan.da == 78:88:6d:43:90:ad or wlan.sa == 78:88:6d:43:90:ad) && (eapol.type == 0) [X] | Expression... 4

0. A Time Source Destination Protocal Infa

- 9 2017-11-22 13:12:34.5@1146 Cisco_7@:aa:bf Apple_43:90:ad EAP Request, Identity
18 2817-11-22 13:12:34.507876 Apple_43:9%0:ad Cisco_7@:aa:bf EAP Response, Identity
12 2017-11-22 13:12:34.514071 Cisco_7@:aa:bf Apple_43:90:ad EAP Request, Protected EAP (EAP-PEAP)
13 2017-11-22 13:12:34.5198%2 Apple_43:%0:ad Cisco_7@:aa:bf TLSv1.2 Client Hello
15 2017-11-22 13:12:34.532284 Cisco_7@:aa:bf Apple_43:90:ad TLSv1.2 Server Hello, Certificate, Server Key Exchange, Serv..
16 2817-11-22 13:12:34.5343%91 Apple_43:9%90:ad Cisco_7@:aa:bf EAP Response, Protected EAP (EAP-PEAP)
18 2017-11-22 13:12:34.539159 Cisco_7@:aa:bf Apple_43:90:ad TLSv1.2 Server Hello, Certificate, Server Key Exchange, Serv..
19 2017-11-22 13:12:34.541276 Apple_43:%@:ad Cisco_7@:aa:bf EAP Response, Protected EAP (EAP-PEAP)
21 2017-11-22 13:12:34.547166 Cisco_7@:aa:bf Apple_43:90:ad TLSv1.2 Server Hello, Certificate, Server Key Exchange, Serv..
22 2017-11-22 13:12:34.548235 Apple_43:9%0:ad Cisco_7@:aa:bf EAP Response, Protected EAP (EAP-PEAP)
24 2017-11-22 13:12:34.55395@ Cisco_7@:aa:bf Apple_43:90:ad TLSv1.2 Server Hello, Certificate, Server Key Exchange, Serv..
25 2017-11-22 13:12:34.556025 Apple_43:%@:ad Cisco_7@:aa:bf EAP Response, Protected EAP (EAP-PEAP)
27 2017-11-22 13:12:34.560285 Cisco_7@:aa:bf Apple_43:90:ad TLSv1.2 Server Hello, Certificate, Server Key Exchange, Serv..
28 2017-11-22 13:12:34.5630627 Apple_43:9%0:ad Cisco_7@:aa:bf EAP Response, Protected EAP (EAP-PEAP)
3@ 2017-11-22 13:12:34.567549 Cisco_7@:aa:bf Apple_43:90:ad TLSv1.2 Server Hello, Certificate, Server Key Exchange, Serv..
31 2017-11-22 13:12:34.577214 Apple_43:%@:ad Cisco_7@:aa:bf TLSv1.2 Client Key Exchange, Change Cipher Spec, Encrypted H..
33 2017-11-22 13:12:34.58485@ Cisco_7@:aa:bf Apple_43:90:ad TLSw1.2 Change Cipher Spec, Encrypted Handshake Message

34 2017-11-22 13:12:34.587696 Apple_43:9%9@:ad Cisco_7@:aa:bf EAP Response, Protected EAP (EAP-PEAP)
36 2017-11-22 13:12:34.592117 Cisco_7@:aa:bf Apple_43:90:ad TLSv1. Application Data
37 2017-11-22 13:12:34.594082 Apple_43:%@:ad Cisco_7@:aa:bf TLSv1. Application Data
39 2017-11-22 13:12:34.599355 Cisco_7@:aa:bf Apple_43:90:ad TLSv1 Application Data
48 2017-11-22 13:12:34.6@01265 Apple_43:9%0:ad Cisco_7@:aa:bf TLSv1 Application Data
42 2017-11-22 13:12:34.616438 Cisco_7@:aa:bf Apple_43:90:ad TLSv1 Application Data
43 2017-11-22 13:12:34.619179 Apple_43:9%9@:ad Cisco_7@:aa:bf TLSv1. Application Data
L 45 2017-11-22 13:12:34.623411 Cisco_7@:aa:bf Apple_43:90:ad TLSv1. Application Data

NNNNNNN

46 2017-11-22 13:12:34.625549 Apple_43:9%0:ad Cisco_7@:aa:bf EAP Response, Protected EAP (EAP-PEAP)
Success

Figure 9.18: EAP process
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e Frame #48: The EAP process completes with code Success in the EAP header. The

details are as follows:

4 Y Yv¥YyYyw

Type: EAP Packet (@)
Length: 4

vanenaFaC

v |Extensible Authentication Protocol

Code: Success (3)

Id: 197
Length: 4

Frame 48: 71 bytes on wire (568 bits}), 71 bytes captured (568 bits) on interface @
Radiotap Header v@, Length 25
802.11 radio information
IEEE 802.11 QoS Data, Flags:
Logical-Link Control
802.1X Authentication
Version: 8@2.1X-2004 (2)

Figure 9.19: — EAP process - final status code

After a successful EAP process, the wireless client and AP have to complete a four-way
handshake, which is designed for the AP and wireless client to prove their legitimacy to
each other independently without disclosing the key shared earlier. This is very critical to
protect the network from any kind of malicious APs. Make sure the four-way handshake
completes so that the wireless client can access the data.

eapol.keydes.type == 2

[X] - ] Expression...

MNa.

49
5@
52
53

Time

2017-11-22 13:12:34,729182
2017-11-22 13:12:34.729886
2017-11-22 13:12:34.731210
2017-11-22 13:12:34.731904

Source

Cisco_7@:aa:bf
Apple_43:9@:ad
Cisco_7@:aa:bf
Apple_43:98:ad

Destination

Apple_43:9@:ad
Cisco_7@:aa:bf
Apple_43:90:ad
Cisco_7@:aa:bf

Pratocol
EAPOL
EAPOL
EAPOL
EAPOL

Infa

Key (Message
Key (Message
Key (Message
Key (Message

1
2
3
4

of 4)
of 4)
of 4)
of 4)

Figure 9.20: Four-way handshake
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There's more...
AirPcap from Riverbed

In the scenarios discussed earlier, a very specific authentication and encapsulation method
was considered and performed from an Apple Mac laptop. You can use various commercial
tools available in the market, such as the AirPcap wireless adapter from Riverbed, which is
fully integrated with Wireshark, and SteelCentral packet analyzer. This product bundle
provides a comprehensive report and visualization. Please refer to the following link for
further details: https://www.riverbed.com/products/steelcentral/steelcentral-

riverbed-airpcap.html.
More ways to capture traffic between Wireless Clients, APs, and Controller

In earlier sections, we discussed only the interaction between the wireless client and AP,
and the relevant packet captures. Vendors such as Cisco Systems and Aruba/HPE provide
ways to run the AP and/or Wireless Controller in a sniffer mode. In this mode, the AP/WLC
sends traffic destined to a specific UDP port (for example, 5555); it can be captured in a
wireless client using Wireshark with the UDP port 5555 filter and decoded as peekremote
(it is airopeek in older versions). This option helps to confirm the traffic from AP to client
reach with no loss, and also to verify various radio/link layer parameters.

In normal conditions, all the control/data payloads between wireless clients and APs are
encrypted, and cannot be decrypted using Wireshark. I would recommend that you talk to
the specific vendor to see if it is possible to decrypt these packets at AP/WLC.

Also, in centralized deployment mode, data/control traffic between APs and WLC is
CAPWAP-tunneled. CAPWAP traffic can be captured (just like we do it for traffic between
two PCs in a network) and decoded using Wireshark.

Wireshark | Preferences | Protocols | CAPWAP-CONTROL in order to
decode CAPWAP control packets. If not selected, the packets may be

8 Make sure you check the Cisco Wireless Controller Support option under
labeled as malformed packets in the Wireshark display.
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Network Layer Protocols and
Operations

In this chapter, you will learn about the following:

e The IPv4 principles of operations

e IPv4 address resolution protocol operation and troubleshooting
¢ ICMP - protocol operation, analysis, and troubleshooting

¢ Analyzing IPv4 unicast routing operations

¢ Analyzing IP fragmentation failures

e [Pv4 multicast routing operations

e The IPv6 principles of operations

¢ [Pv6 extension headers

e ICMPv6 - protocol operations, analysis, and troubleshooting
e IPv6 auto configuration

e DHCPv6-based address configuration

e IPv6 neighbor discovery protocol operation and analysis

Introduction

In this chapter, we will primarily focus on layer 3 of the OSI reference model and learn how
to analyze the layer 3 protocols (IPv4/IPv6) operations, as well as unicast and multicast
traffic flow analysis. We will also look at the Address Resolution Protocol (ARP)/ND,
dynamic and stateless IPv6 address configuration, and more. We will discuss the basic
issues that you might face while troubleshooting these protocols.

We will learn how to analyze end-to-end IPv4 and IPv6 connectivity failures for unicast and
multicast traffic using Wireshark.
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While there are variously structured troubleshooting approaches available, the bottom-up
troubleshooting approach is the most efficient and effective approach. It starts from the
bottom layer (physical) of the OSI reference model. When there is an end-to-end
connectivity failure between end points, this approach starts inspecting the elements at
bottom layer and moves toward the top layer until the cause of the failure is identified. The
approach is as follows:

Application —— Check for application issues.

» Check for application issues.

Session — Check for application issues.

Transport Check if transport session is established properly. Check if
relevant TCP/UDP ports are opened

Network — Check if basic connectivity between end points are intact.
Use Ping/Traceroute to check the connectivity

m Check if the MAC address for the Layer 3 address is resolved
ﬂ Manually check and clear any physical cable or fiber related issues

ISO bottom-up troubleshooting model

The IPv4 principles of operations

In the OSI reference model, the network layer is responsible for providing globally unique
device identification using network layer addressing and providing connectivity between
end systems residing in different networks for data transfer. The basic functionality of the
network layer is to receive the segment from upper (transport) layer, encapsulate it with
network layer header that carries the source and destination identifiers, and forward the
packet to the remote end system.

IP is the network layer protocol and is the most commonly deployed network layer protocol
of the internet and other network is IPv4. The format of the IPv4 header is as follows:
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" 32 Bits >
8 8 8 | 8
v | S | et Saes Total Lo
Identifier Flags Fragment Offset
Time to Live Protocol Header Checksum

Source Address

Destination Address

Options Padding

IPv4 packet header

The following is a sample Wireshark capture of an IP packet:

< Internet Protocol Version 4, Src: 10.0.0.1 (10.0.0.1), Dst: 10.0.0.101 (10.0.0,101)
Version: 4
Header Length: 20 bytes
= Differentiated Services Field: @x00 (DSCP ©x00: Default; ECN: ©x@@: Not-ECT (Not ECN-Capable Transport))
0000 00.. = Differentiated Services Codepoint: Default (0x80)
... ..008 = Explicit Congestion Notification: Not-ECT (Not ECN-Capable Transport) (0x00)
Total Length: 1@@
Identification: Ox002e (46)
~ Flags: @x00

@... .... = Reserved bit: Not set
0., .... = Don't fragment: Not set
.@. ..., = More fragments: Not set

Fragment offset: ©

Time to live: 255

Protocol: ICMP (1)

~ Header checksum: @xa705 [validation disabled]

[Good: False]
[Bad: False]

Source: 10.0.0.1 (10.0.0.1)

Destination: 10.0.6.101 (10.0.0.101)

[Source GeoIP: Unknown]

[Destination GeolIP: Unknown]

Sample IP packet
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IP addressing

An IPv4 address is a unique and logical network layer identifier that is assigned to each
device on an IP network. It is a 32-bit identifier that consists of a network portion and host
portion. The address format is as follows:

« 32 bit size >

Network ID Host ID

IPv4 address format

The network ID is used to identify the network in which the host resides. All nodes within
the same network will share the same network ID. The host ID is used to identify the host
within the network. Each node within the network will have a unique host ID. An IP
address is always assigned with a subnet mask that identifies the network ID portion of the
address. For example, the IP address 10.0.0. 1 with a subnet mask of 255.255.255.0
denotes that the first three octets are the network ID and the last octet is the host ID.

While the size of the IPv4 address is 32-bits, the syntax used to represent the address is
based on dotted decimal. The 32-bits are split into four octets and each octet is represented
as a decimal value with a dot as demarcation.

There are three types of IPv4 addresses, outlined as follows:

¢ Unicast address: Used for point-to-point communication where data is sent from
one node to one receiver in the same or different network. The address range for
unicast is from 1.0.0.0 to 223.255.255.255.

e Multicast address: Used for point-to-multipoint communication where data is
sent from one node to multiple receivers in the same or different network. The
address range for multicast is from 224.0.0.0 to 239.255.255.255.

¢ Broadcast address: Used for point-to-multipoint communication where the data
is sent from one node to all receivers in the same network. The last IP address in
each subnet is the broadcast address. The address 255.255.255.255 is known
as the limited broadcast address.
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IPv4 address resolution protocol operation
and troubleshooting

Ethernet is the popular and predominantly deployed Local Area Network (LAN)
technology, spanning a transmission speed rate of 10 Mbps to 400 Gbps. This data link layer
protocol uses a 48-bit MAC address as a data link layer identifier. In this recipe, we will
discuss the IPv4 ARP and its related issues.

Getting ready

In the bottom-up troubleshooting approach, the first step for any connectivity issue is to
ensure that the ARP resolution is successful for the respective IP address.

How to do it...

Consider the following screenshot of LAN topology:

To Remote IP Addresses:

Offices To Internet PC1: 10.1.1.101/24
PC2: 10.1.1.102/24
Server: 10.1.1.1/24
Router: 10.1.1.254/24
FW: 10.1.1.253/24

Network Masks:
/24 represents a subnet
mask of 255.255.255.0

Laptop with
Wireshark

PC1 PC2

LAN topology
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In the preceding scenario, assume PCl1 is trying to reach PC2:

1. Trigger ping probes from PC1(10.1.1.101) to PC2(10.1.1.102). This will
trigger an ARP request from PC1 to PC2.

2. Check the ARP table on PC1 using arp-a, to see whether the MAC address for
10.1.1.102 is populated in the local table.

3. If you see the MAC address for 10.1.1.102 in the PC1 local table, that confirms
that PC1 sent the ARP request and received the ARP response from PC2.

4. If you don't see the MAC address for 10.1.1.102 in PC1, connect Wireshark to
one of the free ports on Switch and capture the packet (with port mirroring). It
will be useful to perform the capture on both the ingress and egress directions of
the ports connecting PC1 and PC2:

b
v Ethernet II, Src: fa:16:3e:7a:ee:a6 (fa:16:3e:7a:ee:a6), Dst: Broadcast (ffiffiffiff:ffiff)
P Destination: Broadcast (ff:ff:ff:ff:ff.ff) ARP packet sent to Broadcast MAC destination address
P Source: fa:16:3e:7a:ee:ab (fa:16:3e:7a.ee:ab)
Type: ARP (0x0806)
Padding: ©60806060006000000600000000006000000
v Address Resolution Protocol (request)
Hardware type: Ethernet (1)
Protocol type: IP (0x0800)
Hardware size: 6
Protocol size: 4
Opcode: request (1)
Sender MAC address: fa:16:3e:7a:ee:a6 (fa:16:3e:7a:ee:a6) » PC1 MAC address
Sender IP address: 10.1.1.181 (10.1.1.161) .
Target MAC address: ©0:G0:00_06:08:80 (98:0:00:08:08:60) » Querying MAC address for 10.1.1.102

Target IP address: 16.1.1.102 (10.1.1.102)

ARP Request

ARP packet capture

5. Check whether the ARP request from PC1 is seen in the capture. The preceding
screenshot shows the ARP request from PC1. As you may notice, the ARP packet
was destined to broadcast the MAC address ff.ff.ff.ff.ff.ff:

o If the ARP request packet is seen in the capture on the port connecting
PC1 (ingress direction) but not in the capture on the port connecting
PC2 (egress direction), the switch might have dropped the ARP packet.

e If the ARP request packet is not seen in the capture on the port
connecting PC1 (ingress direction), check the physical cable connecting
PC1 to Switch.
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e If the ARP request packet is seen in the capture on both the ports
connecting PC1 and PC2, but there is no ARP response, check PC2:

D
v Ethernet II, Src: fa:l16:3e:ce:50:b0@ (fa:16:3e:ce:50:b0), Dst: fa:16:3e:7a:ee:ab (fa:16:3e:7a:ee:ab)
D Destination: fa:16:3e:7a:ee:ab (fa:16:3e:7a:ee:ab) ARP Response Unlcasted to PC‘]
D Source: fa:16:3e:ce:50:b0 (fa:16:3e:ce:50:b0)
Type: ARP (0x0806)
Padding: 0600000EO0CEE0OE0E0EEEEEOEE00RE000E0
v Address Resolution Protocol (reply) ARP Reply
Hardware type: Ethernet (1)
Protocol type: IP (0x0800)
Hardware size: 6
Protocol size: 4
Opcode: reply (2)
Sender MAC address: fa:16:3e:ce:50:b0 (fa:16:3e:ce:508:b0) » PC2 MAC address
Sender IP address: 10.1.1.162 (10.1.1.162)
Target MAC address: fa:16:3e:7a:ee:ab (fa:16:3e:7a:ee:af) PC1 MAC address
Target IP address: 10.1.1.101 (10.1.1.161)

ARP reply capture

6. Check whether the ARP reply packet is seen in the capture. The preceding
screenshot shows the ARP reply from PC2 to PC1. As can be seen, the ARP reply
is unicasted to the PC1 MAC address:

e If the ARP reply packet is seen in the capture on the port connecting
PC2 (ingress direction) but not in the capture on the port connecting
PC1 (egress direction), the switch might have dropped the ARP reply
packet.

e If the ARP reply packet is not seen in the capture on the port
connecting PC2 (ingress direction), check the physical cable connecting
PC2 to Switch.

e If the ARP reply packet is seen in the captures on both ports connecting
PC1 and PC2, but there is no entry in the PC1 ARP table, check PC1.
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The following are a few useful display filters:

Filter Description Example
arp Filters all ARP packets arp
arp.opcode == <opcode> ARP Operation code based filter. Opcode of 1 will filter all ARP arp.opcode==1
Request packets and Opcode 2 will filter all ARP Reply packets arp.opcode ==

arp.src.hw_mac == <mac> Filter the ARP packet that MAC address defined in Sender MAC arp.src.hw_mac ==
address field fa:16:3e:ce:50:b0

arp.dst.hw_mac == <mac> Filter the ARP packet that MAC address defined in Target MAC arp.dst.hw_mac==
address field fa:16:3e:ce:50:b0

arp.isgratuitous == <> Filter all Gratuitous ARP packets arp.isgratuitous == true

Wireshark ARP display filters

ARP attacks and mitigations

ARP is a very simple protocol without any authentication or other inbuilt security
mechanisms, and so it is vulnerable to attack. A malicious user within the network can use
ARP as a means of ARP poisoning to eavesdrop, or can use ARP sweeping for denial-of-
service (DoS) attacks. In this section, we will discuss different ARP-based attacks and how
to use Wireshark to detect them.

ARP poisoning and man-in-the-middle attacks

One of type of man-in-the-middle attack is when an attacker poisons the ARP cache of the
devices that they want to listen to with the MAC address of their Ethernet NIC. Once the
ARP cache has been successfully poisoned, each of the victim devices sends all their packets
to the attacker while communicating with the other device. The attacker, of course, will
resend it to them after reading the data.

This is called a man-in-the-middle attack since it puts the attacker in the middle of the
communication path between the victim devices. It is also called ARP poisoning since the
attacker actually poisons the victim's ARP cache with wrong information.
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In the following diagram, we see an example of a man-in-the-middle attack:

Attacker
MAC: f0:de:f1:ae:77:69

PC1 PC2
IPv4:10.0.0.100 IPv4: 10.0.0.101
MAC: aaaa.bbbb.1111 MAC: aaaa.bbbb.2222

ARP poisoning attack

The following is the Wireshark capture:

[ ] [ ] % Wireshark-Book-ARP-Spoof.pcap [Wireshark 1.12.4 (v1.12.4-0-gb4861da from master-1.12)]
File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

EH X ala @0 Fk EE ® Q | a FO:de:f1:ae:77:69 replies to

. . 10.0.0.100
Filter: | ~ | Expression... Clear Apply Save
No. | Time | Source | Destination | Protocol |Length | Info
17 9.911622 @a:aa:bb:bb:11:11 Broadcast ARP 60 Who has 10.0.0.1087 10.06.@
18 9,912393 WistronI_ae:77:69 aa:aa:bb:bb:11:11 ARP 60 10.0.0.100 is at fB:de:fl:ae:77:69
27 14.146782 aa:aa:bb:bb:11:11 Broadcast ARP 60 Who has 10.8.0.1017 Tell 10.0.6.1
28 14.147842 WistronI_ae:77:69 aa:aa:bb:bb:11:11 ARP 60 10.0.0.101 is at fO:de:fl:ae:77:69
F0:de:f1:ae:77:69 replies to
10.0.0.101
ARP spoofing capture
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It should be noted that the attacker is responding to ARP requests for both 10.0.0.100
and 10.0.0.101 witha MAC address of £0:de: f1:ae:77:69. In a production network, it
is likely that you will see hundreds of thousands of packets captured within a few seconds.
The Wireshark display filters would be helpful in narrowing down the packets of interest to
us.

Gratuitous ARP

Gratuitous ARP (GARP) can be used by any node to advertise its own MAC address with
the respective IP address as the ARP reply, even when there is no ARP request. The primary
purpose for such advanced notification is to ensure that the neighbors' ARP caches are
updated on any changes in the local MAC address. GARP will always be destined to
broadcast the MAC address:

b
<~ Ethernet II, Src: aa:aa:bb:bb:11:11 (aa:aa:bb:bb:11:11), Dst: Broadcast (fT:ff . ff:ff:fT:7T)
[P Destination: Broadcast (ff:ff: ff:ff:ff:ff)
PP Source: aa:aa:bb:bb:11:11 (aa:aa:bb:bb:11:11)
Type: ARP (0x0BO6)
Padding: 000000000000000000EEE000ARAEE0EERE0E
7 Address Resolution Protocol (reply/gratuitous ARP)
Hardware type: Ethernet (1)
Protocol type: IP (Ox8800)
Hardware size: @
Protocol size: 4
Opcode: reply (2)
[Is gratuitous: True]
Sender MAC address: aa:aa:bb:bb:11:11 (aa:aa:bb:bb:11:11)
Sender IP address: 10.8.0.1 (18.0.8.1)
Target MAC address: Broadcast (ff.ff:ff.ff:ff.ff)
Target IP address: 18.0.8.1 (16.8.0.1)

GARP packet

While it is expected to see GARP in a production environment, it could also be used by any
malicious attacker to eavesdrop by sending GARP with its own MAC address for any IP
address:

Filter ‘arp.isgraluitous ~ | Expression... Clear Save

No. |Time Source | Destination | Protocol |Length ‘ Info

GARP filter
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arp.isgratuitous is a Wireshark display filter that helps to list the GARP packets from a
swarm of captured packets.

ARP sweep-based DoS attacks

For network inventory, it is a common practice to use a management system and send a
sweep of ARP requests to all IP addresses within the subnet. In such an approach, the target
IP address will keep changing, but the sender IP address and sender MAC address will
remain the same and be set to the management system address. For efficient
communication, the default behavior of the end host is to learn the sender IP and MAC
address from the ARP request and populate the local ARP cache. The ARP sweep, along
with this behavior, can also be used by any malicious attacker to deplete the ARP cache of
all end hosts within the LAN network by changing the sender's IP and MAC addresses.

ARP requests and replies are a part of the regular network operation. Here are some rules
of thumb to make sure they are actually so:

e For ARP requests from a diverse set of sources:
e If the sources are legitimate, it is a normal operation

e If the sources are malicious, it could be an attack
e For ARP requests originating from a single source:
e If the source is a management system, it is a normal operation
e If the source is a router, it could be a network scan
e If the source is not legitimate, it could be an attack

Display filter: none
Protocol % Packets |Packets |% Bytes |Bytes |Mbit,’s |End Packets |End Bytes ||
=

< Ethernet M 3R04 0002 0 0
Address Resolution Protocol | IERIRT 5[832% 300 0.000 5 300
< Internet Protocol Version 6 | 43 K3 16 L3007 % 1480 0.001 0 0
Internet Control Message Protocol v6 EM % 16 07 % 1480 0.001 16 1480
< Internet Protocol Version 4 24 % 16 ELNs1 % 1824 0.001 0 0
Internet Control Message Protocol  [JEEN24 % 16 61 % 1824 0.001 16 1824

1P statistics
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Wireshark statistics can be used to identify whether there is any ARP sweep. This can be
viewed through Statistics | Protocol Hierarchy in Wireshark header field. As shown in the
preceding example, the number of ARP packets can be viewed through this option, which
will help us understand whether there is any sweep of ARP packets in the network.

How it works...

For end-to-end communication, any node is required to resolve the 48-bit Ethernet MAC
address associated to the layer 3 IPv4 or IPv6 network address.

When the layer 3 network is IPv4, ARP is used to resolve the MAC address associated with
the IPv4 address. The ARP packet format is as follows:

Hardware Type Protocol Type

Hardware Length Protocol Length OpCode (1 = Request, 2 = Reply)

Sender Hardware Address (0-3 Octets)

Sender Hardware Address (4-5 Octets) Sender Protocol Address (0 — 1 Octets)

Sender Protocol Address (2 — 3 Octets) Target Hardware Address (0-1 Octets)

Target Hardware Address (2-5 Octets)

Target Protocol Address

ARP packet format

The resolving node will send an ARP request (OpCode = 1) that broadcasts a MAC address
(fF£.f£.££.££. ££. ££). The sender hardware address will be set to the MAC address of the
originating node, and the sender protocol address will be set to the IP address of the
originating node. The target hardware address will be set to zero values and the target
protocol address will be set to the address for which the MAC resolution is being
performed.

The responding node will reply with ARP reply (Opcode = 2) unicasted to the resolving
node.
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ARP operation is only local, that means the ARP request, which is a
broadcast, will be sent only on the LAN. When the source address S and
destination address D belong to same LAN (same IP network and mask),
the ARP will try to resolve the MAC address of D by sending ARP request
carrying target protocol address as D. But when the source address S and
destination address D are in different LANs (different IP network and
mask), the resolution will be done for the default gateway address.

ICMP - protocol operation, analysis, and
troubleshooting

Internet Control Message Protocol (ICMP) is a network layer protocol that serves the
purpose of error reporting and network path diagnostic functions. The Ping and Traceroute
utility tools leverage ICMP messages for fault detection and isolation. ICMP messages are
sent using basic IP header. The protocol field in IP header will be set to ICMP followed by
the ICMP payload. The ICMP packet has the following format:

Type Code Checksum

ICMP Message Dependant Variable

ICMP header format

The ICMP message types used for network connectivity verification are echo request (Type
= 8) and echo reply (Type = 0).

Getting ready

When there are any issues with an end application such as a web service or mail service, the
first troubleshooting step using the bottom-up approach is to verify the data-link layer.
Once we have verified the data-link layer using the steps defined in the previous section,
the next step is to verify the network connectivity between the end points. Network
connectivity between end points can be verified by commonly used fault detection and
isolation utility tools, such as Ping and Traceroute.
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How to do it...

Consider the following screenshot of IPv4 topology

and closely observe the Ping probe:

R1 R2
iei%?— i1o.1.12.1 10.1.12.‘@%'

10.1.100.1

S \

[ S - )
PC1 PC2

10.1.100.101/24 10.1.100.102/24

10.1.23.2

N

10.1.200.102/24

/

PC3
10.1.200.101/24

IPv4 topology

In the preceding diagram, when a Ping probe is triggered from PC1 to PC2, there will not be
any change in IP or Ethernet header from PC1 to PC2 as they both are in same LAN:

1. Trigger a Ping probe from PC1(10.1.10

0.101)to PC2(10.1.100.102). This

will generate an ICMP echo request message from PC1 to PC2.

populated in the local ARP cache table.

mirroring):

If there is no echo reply from PC2, make sure that the MAC address for PC2 is

Connect Wireshark to one of the free ports on SW1 and capture the packets (port
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< Internet Protocol Version 4, Src: 10.1.160,1€1 (1@.1.16@.161), Dst: 10.1.160.182 (10.1,100, 1082)

Version: 4
Header Length: 20 bytes

P Differentiated Services Field: 0x80 (DSCP 6x08: Default; ECN: @x@0: Not-ECT (Not ECN-Capable Transport))
Total Length: 160
Identification: 0x881d (29)

P Flags: 0x00
Fragment offset: @
Time to live: 255
Protocol: IcMp (1) — > Protocol is ICMP

P Header checksum: @xdeae [validation disabled]
Source: 10.1.100.101 (10.1.100.101)
Destination: 10.1.100.102 (10.1.100,102)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]

< Internet Control Message Protocol

Type: 8 (Echo (ping) request)
Code: ©
Checksum: ©x6d4a [correct]
Identifier (BE): 6 (@x0006)
Identifier (LE): 1536 (0x0600)
Sequence number (BE): © (0x0000)

0 (Ox0000)
Response frame: 14

P Data (72 bytes)

ICMP Echo Message

ICMP packet

4. Check whether the ICMP echo request from PC1 is seen in the capture. The
preceding screenshot shows the ICMP Echo Message from PC1 to PC2:
e If the echo message is seen in port connecting PC1 and PC2, but there
is no response yet, check the Firewall and other settings on PC2.
e If the echo message is seen in port connecting PC1 but not in port
connecting PC2, check whether the switch is dropping the packet.
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e If the echo message is not seen in port connecting PC1, check the
physical cable connecting PC1 to SW1:

< Internet Protocol Version 4, Src: 10.1.160.102 (10.1.160.162), Dst: 10.1.1606.101 (10.1.160.101)
Version: 4
Header Length: 20 bytes
P Differentiated Services Field: ©x00 (DSCP Gx@0: Default: ECN: 0x80: Not-ECT (Not ECN-Capable Transport))
Total Length: 186
Identification: 0x001d (29)
P Flags: oxe8
Fragment offset: @
Time to live: 255
Protocol: ICHMP (1)
P Header checksum: Oxdeae [validation disabled]
Source: 10.1.100.162 (16.1.160.102)
Destination: 10.1.1006.101 (1@.1 106.101)
[Source GeolIP: Unknown]
[Destination GeoIP: Unknown]
= Internet Control Message Protocol
Type: © (Echo (ping) reply)
Code: ©
Checksum: 8x754a [correct]
Identifier (BE): 6 (OxB@806)
Identifier (LE): 1536 (OxB8600)
Sequence number (BE): 0 (0x0000)
s O (Ox0000)

ICMP Echo Reply

Request frame: 13
[Response time: 1,158 ms]
D Data (72 bytes)

5. Check whether the ICMP reply from PC2 is seen in the capture. The preceding
figure shows the ICMP reply from PC2 to PC1:

e If the echo reply is seen in port connecting PC1 and PC2, then
everything is working fine.

e If the echo reply is seen in port connecting PC2 but not in port
connecting PC1, check whether the switch is dropping the packet.

e If the echo reply is not seen in port connecting PC2, check the physical
cable connecting PC2 to SW1.

The following are few useful display filters for ICMP:

Filter Description Example
icmp Filters all ICMP packets icmp
icmp.type == <type> ICMP type based filter. Type 8will filter all ICMP Echo icmp.type ==
messages and Type 0 will filter all ICMP Echo replies icmp.type ==
icmp.code == <code> ICMP Code based filter. icmp.code ==
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ICMP attacks and mitigations

While ICMP is a wonderful error-reporting and diagnostic utility tool, it has also been used
as a source for DoS attacks in many networks.

ICMP flood attack

ICMP flood attack is one of the common DoS attacks, where a malicious user within the
network will trigger a swarm of ICMP packets to a target host (such as a server):

60k ICMP received in few
seconds

Display filter: none

% Packets Packets |% Bytes B bit/s |End Packets
100.00 % 66132

< Ethernet 99.99 % 66127

Protocal

End Bytes |End Mbit/s

7533850 0

0

< Internet Protocol Version 4 66035 7527606 0.793 0 0 0.000
_Open Shortest Path First 0.02% 16 1440 0.000 16 1440 0.000
Internet Control Message Protocol 99.83 % 66019 99.89 % 7526166 0.793 66019 7526166 0.793

< Logical-Link Control 0.06 % 41 0.04 % 3116 0.000 0 0 0.000
Spanning Tree Protocol 0.06 % 37 0.03% 2220 0.000 37 2220 0.000
Dynamic Trunk Protocol 0.00 % 2 0.00 % 120 0.000 2 120 0.000
Cisco Discovery Protocol 0.00 % 2 0.01 % 776 0.000 2 776 0.000
Data 0.01 % 4 0.00 % 308 0.000 4 308 0.000
Address Resolution Protocol 0.07 % 47 0.04 % 2820 0.000 47 2820 0.000
< Cisco ISL 0.01 % 5 0.01 % 450 0.000 0 0 0.000
<~ Ethernet 0.01 % 5 0.01 % 450 0.000 0 0 0.000
< Logical-Link Control 0.01 % 5 0.01 % 450 0.000 0 0 0.000
Dynamic Trunk Protocol 0.01 % 5 0.01 % 450 0.000 5 450 0.000

Wireshark statistics can be used to identify whether there is any ICMP attack. The statistics
can be viewed through Statistics | Protocol Hierarchy in the Wireshark header field. As
shown in the preceding screenshot, there are 60,000 ICMP packets in a few seconds.
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ICMP smurf attack

ICMP smurf attack is another distributed DoS attack where a malicious attacker will trigger
a large number of ICMP echo messages to one or more destinations with the target (victim)
host's spoofed address as the source IP address of the ICMP echo messages. This will result
in the victim host receiving a large volume of echo reply messages, causing its buffer to
overrun and deplete:

Attacker

MAC: fO:de:f1:ae:77:69

Src=10.1.200.101
Dst =10.1.200.102

ICMP Echo

\</’ Src = 10.1.200.102

PC1 Dst = 10.1.200.101 PC2
IPv4: 10.1.200.101 ICMP Echo Reply IPv4: 10.1.200.102
MAC: aaaa.bbbb.1111 MAC: aaaa.bbbb.2222

Single network topology

In the preceding diagram, the attacker generates an ICMP echo message with the spoofed
address of PC1. This attack results in PC1 receiving an ICMP echo reply from unintended
responders, causing buffer depletion issues.

When layer 2 security features are enabled, the source MAC address cannot be spoofed. So,
capturing the packet and using the source MAC address may help identify the attacker to
shut down the attack.
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How it works...

In order to validate the reachability between PC1 and PC3, the Ping utility tool will be used
to trigger ICMP messages from PC1 to PC3 as shown in the following diagram:

Src=10.1.100.101 Src=10.1.200.101
Dst =10.1.200.101 Dst =10.1.100.101

S o e <
PC1 PC2 PC3 PC4

10.1.200.101/24  10.1.200.102/24

10.1.100.101/24 10.1.100.102/24

An ICMP echo request (type 8) will be generated with the source addressas 10.1.100.101
destined to 10.1.200.101 and forwarded to the default gateway. Each router along the
path will forward it based on the forwarding table. PC3, upon receiving the ICMP echo
request message, will reply with an ICMP echo reply (type 0) to figure. Ping failure will
indicate a connectivity issue between PC1 and PC3.

Analyzing IPv4 unicast routing operations

IPv4 unicast routing is the process of forwarding unicast data packets from a host in one
network to a receiver in the same or another network. The data packet may traverse one or
more routers along the path that will perform a lookup in the IP header to take a
forwarding decision.

Getting ready

Just open Wireshark, connect it to the network, configure port mirroring to the device that
you want to test, and start it. Fragmentation will mostly influence interactive applications
such as databases, and these are the places where we should look for problems.
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How it works...

IfPClinthe 10.1.100.0/24 network wants to communicate to PC4in 10.1.200.0/24, it
performs the following;:

1.

PC1 generates the data and encapsulates it with an IP header. The source IP
addressissetto 10.1.100.101 and the destination IP address is set to
10.1.200.102.

PC1 encapsulates the packet with an Ethernet header. The source MAC address is
set to the PC1 MAC address and the destination MAC address is set to the R1
(default gateway) MAC address. The frame will be forwarded towards SW1.

SW1 is a simple Layer 2 switch and so it performs a lookup on the Ethernet
header and forwards to the destination MAC (R1 in this example).

R1 receives the packet and decapsulates the Ethernet header, as the destination
MAC address matches its own address. It performs a lookup in the local routing
table for the destination IP address in the IP header and finds R2 as the next hop
toreach 10.1.200.0/24.

R1 decrements the TTL in the IP header and encapsulates the packet with the
Ethernet header. The source MAC address is set to R1 and the destination MAC
address is set to R2. The frame will be forwarded to R2.

R2 performs the same forwarding behavior. It decapsulates the Ethernet header,
decrements the TTL of the IP header, and forwards it to R3 with the new Ethernet
header encapsulated.

R3, upon receiving the frame, will decapsulate the Ethernet header, decrement
the TTL of the IP header, and encapsulate it with the Ethernet header. The source
MAC is set to R3 and the destination MAC address will be set to the MAC
address of PC4.

PC4 will receive the frame, decapsulate the Ethernet and IP headers, and
consume it to the appropriate application.

As can be seen, routers along the path modify some fields in the IP header (TTL for
example) and the Ethernet encapsulation changes along the path. Any connectivity failure
between PC1 and PC4 may be due to various reasons involving wrong Ethernet
encapsulation, TTL handling, and packets being too big to handle. We will see how
Wireshark can be used to analyze such packet routing issues.
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IP TTL failures and attacks

As we saw in the previous sections, whenever a transit router is performing a lookup in the
IP header, it will decrement the IP TTL by 1 before forwarding the packet out to the next
hop router. If a router receives a packet with a TTL of 1 and if the destination IP address is
not its own address, the default behavior is to drop the packet and generate an ICMP error
message of type 11 (time to live exceeded). This behavior ensures that a packet in a routing
loop does not bounce between nodes forever, but will be dropped after 255 iterations (the
maximum value of TTL that can be set is 255):

1145 Warn Sequence ICMP No response seen to ICMP request in frame 1145
1146 Note Sequence IPv4 "Time To Live" only 4
1146 Warn Sequence ICMP No response seen to ICMP request in frame 1146
1147 Note Sequence IPv4 "Time To Live" only 3
1147 Warn Sequence ICMP No response seen to ICMP request in frame 1147
1148 Note Sequence IPv4 "Time To Live" only 2
1148 Warn Sequence ICMP No response seen to ICMP request in frame 1148
1149 Note Sequence IPv4 "Time To Live" only 1
1149 Warn Sequence ICMP No response seen to ICMP request in frame 1149
1150 Warn Sequence ICMP No response seen to ICMP request in frame 1150
1151 Warn Sequence ICMP No response seen to ICMP request in frame 1151

The Expert Info option of Wireshark provides a warning that there are packets received
with a TTL less than 5 and highlights those packets, as shown the preceding screenshot.
This can be viewed by doing the following;:

1. Go to Analyze and click the Expert Info option
2. Click the Warning or Notes section to see more details

IP TTL can be used by malicious attackers to trigger a DoS attack by sending a large volume
of packets with a low TTL value (less than 5). Transit nodes will keep punting the packet to
the CPU to generate ICMP error messages, which may result in hogging the CPU. There are
various options available, such as a CPU protection mechanism or limiting the traffic rate
for the CPU, that can help mitigate such attacks.
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Duplicate IP addresses

We'll start with the phenomena, such as slow access to a server or to another device, slow
access to the internet, and all the pings that you don't get replies to.

e When you have slow access to a network device, one of the problems may be that
the IP address of your device collides with another address. To verify this, ping
the IP address.

In some devices, when their address collides with an identical address, the
driver will simply be turned off (the little symbol at the bottom-left corner
of the screen in the Windows operating system). In other devices, you will
not get any notification of a conflict, and this is the place where problems
will arise.

e Type arp -a in the command-line interface (CLI). Use the command cmd in
Windows (or any shell in Linux). If you get two lines for the IP address you've
pinged with different MAC addresses, there is a duplicate.

¢ Google the MAC addresses of the two devices, and the first part of the address
will tell you who the vendor is. This will lead you to the troublemaker.

e If you need the location of the device, log in to your LAN switch (when you have
a managed switch, of course), and from the switch MAC address table, you will
see the switch port that you are connected to. There is a software that shows you
the list of devices that are connected to every switch along with their MAC
address, IP address, DNS names, and more. Google for switch port mapper or
switch port mapping tools and you will find lots of them.

e If you don't get anything with Ping and ARP, simply start Wireshark and port
mirror the network VLANs. Wireshark will show you a duplicate address error
with the relevant details.

¢ The error message that you will get will be as shown in the following screenshot:

Fle Edi Yew o Coptum Ansboe Jidintics Toephony Tooh Iniensh  Help
e B 5 @ F L ES n this case due to
gratitude ARP ...

fource fewastien
17237 5.7
1 ytDa_Ba:/4:

0.950059  B.Z2.96.67 (O L ATTF [3 Continuation or non-A 2 FatFic
14 1.016369 172.17.5.8 224.0.6.127 UDF 262 Source port: filenet=-pa Destination port: 8044
¢ Frame 12: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)
Ethernet II, Src: LannetDa_Sa:74:bd (00:40:0d4:8a:74:bd), Dst: Broadcast (Ff:ffiff:ff:FF:iFF)
[Duplicate IP address detected for 149.49.32.134 (00:40:0d:8a:74:bd) - also in use by 00:40:0d:8a:74:d7 (frame 1)]

Frams showing earlier use of IP addrees: 1

[Expert Info (Warn/§™=yence): Duplicate IP address configured (149.49.32.134)
[Message: Duplica ddre onfigured (143.49.32.134)] Which is also used in
[severity leve Duplicate |P another MAC address

discovered
reply/gratuitous ARF)

[seconds since &
« address Resolution Frotoco

[295 ]



Network Layer Protocols and Operations Chapter 10

When you ping an IP address that appears twice on your local network, the two devices (or
more) that have the same IP address will answer to the ARP request that you sent, and your
ARP cache will have two entries for the same IP address.

In many cases, your device will indicate it by closing its IP driver and notify you by a pop-
up window or any other type of notification that you will be aware of.

In other cases, the colliding devices will not notify you of the conflict, and then you will
find a problem only with Ping and ARP, as described before.

In any case, when you connect Wireshark to the network and see duplicate IP messages,
don't ignore them.

Analyzing IP fragmentation failures

Fragmentation is a common mechanism in IP that takes a large IP packet and divides it into
smaller packets that will fit in the Layer-2 Ethernet frames. When any router receives a
packet that is larger than the Maximum Transmission Unit (MTU) of the outgoing
interface, the packet will be fragmented. In most cases, there shouldn't be any problems
with the mechanism, but there might be performance issues due to this mechanism. IP
fragmentation may also be used as a source for a DoS attack.

TCP path MTU discovery

While the forwarding semantic associated with the IP header allows any transit node to
fragment the packet, it may create performance issues (as mentioned in the previous
section) as the receiver is required to re-assemble the packets before processing. We could
force the transit node to not fragment the packet but instead signal the presence of a lower
MTU in the path and let the originator adjust the MSS. This process is known as Path MTU
Discovery (PMTUD) and is an efficient way of detecting the lowest MTU along the path
and using the value to adjust the MSS for efficient data transmission.
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How to do it...

When fragmentation takes place, you will see UDP or TCP packets along with fragmented
IP protocol packets, as shown in the following screenshot:

Filter  ip.adds eq 10121192 and ip.addr eq 132.1.69.271 .-.i Eprestion...  Clear g Save

e, Tima Sowce Destinaticn Protecel  Length  Info i
g 1916 i 9, | 6 Source port: 458 458 :

431.50 193294 10.121.19. Fra rnented Facket IPv4 1514 Fragmented IP protoco? (proto-uDP 17, off=0, ID=b397)

48250.193299 10.121.19, ™" e DR 226 Source port: 45835 Destination port: 45835

483 50.194925 10.121.19. 7= - == ==° ['1pv4 1514 Fragmented IP protocol (proto=upp 17, off=0, ID=b398)

484 50.194928 10.121.19. ‘Fragmented Packet UDP 226 Source port: 45835 Destination port: 45835

489 50.196288 10.121.19. ~ [ zPv4 1514 Fragmented IP protocol (proto=UpP 17, off=0, ID=b399)

49050.196201 10.121.19, Fragmented Packet UDP 226 Source port: 45835 Destination port: 45835

# Frame 478: 226 bytes on wire (1808 bits), 226 bytes captured (1808 bits)
» Ethernet II, Src: Fujitsus_7a:2d:e7 (00:30:05:7a:2d:e7), Dst: 10.121.19.254 (00:1b:54:42:eb:40)
- Internet Protocol Version 4, Src: 10.121.19.2 (10.121.19.2), Dst: 132.1.69.221 (132.1.69.221)
version: 4
Header length: 20 bytes

« Differentiated Services Field: 0x00 (DSCP 0x00: Default; ECN: Ox00: MNot-ECT (Not ECN-Capable Transport))
Total Length: 212
Identification: Oxb396 (45974)

= Flags: Ox00
Fragment offset: 1480
Time to live: 128
Protocal: upP (17)

« Header checksum: 0x9e70 [correct]
Source: 10,121.19.2 (10.121.19.2)
Destination: 132.1.69.221 (132.1.69.221)

| [2 TPvd4 Fragments (1672 bytes): #477(1480), #478(192)] |

» User Datagram Protocol, Src Port: 45835 (45835), Dst Port: 45835 (45835)

« Data (1664 bytes) I

Packet fragmentation
details

If suspecting performance problems, for example, a database client that experiences slow
connectivity with the server, follow these steps to see whether the problem is due to
fragmentation:

1. Test the connectivity between clients and the server to verify that there are no
other problems.

2. Look for fragmentation between the client and the server. Fragments will be
shown as in the previous screenshot (IPv4 fragments).

3. In the case that you suspect fragmentation to be the reason for the problem, it can
be rectified either by fixing the MTU of the transit path or by tweaking the
application to send smaller packets that do not cause fragmentation to the
network.

4. The recommended packet size in Ethernet is not greater than 1460 bytes minus
the TCP header size. Thus, the segments coming out of the interface should have
a size of 1420-1440 bytes.
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In cases where we need more bytes for the header, for example, when we use tunneling
mechanisms and TCP options, the DBA will have to reduce this size even more. The best
way will be simply to reduce it to such a size that you will not see any fragments.

Fragmentation-based attack

While it is normal to see IP fragments in the network, a malicious attacker can also use the
fragmentation for DoS attacks. This attack is known as a Tiny Fragment Attack, where the
attacker will send a large volume of tiny fragmented packets to the target host. Such tiny
fragments need to be re-assembled by the target host, causing it to hit performance issues or
other buffer overrun issues:

Packet fragments of size 100
bytes

160 3.410618 16.1.234.2 16.1.260. 162 IPv4 118 Fragmented IP protocol (proto=ICMP 1, off=86, ID=002a)
161 3.410622 10.1.234.2 10.1.260. 182 IPvd 118 Fragmented IP protocol (proto=ICHMP 1, off=160, ID=002a)
162 3.410634 10.1.234.2 10.1.200. 182 IPvd 118 Fragmented IP protocol (proto=ICMP 1, off=240, ID=062a)
163 3.416638 10.1.234.2 16.1.260. 162 IPvd 118 Fragmented IP protocol (proto=ICMP 1, off=328, ID=002a)
108 3.412428 10.1.234.2 10.1.260. 182 ICHp 118 Echo (ping) request 1d=0x8008, seq=3/768, ttl=254 (no response f
169 3.412435 16.1.234.2 16.1.260. 162 IPv4 118 Fragmented IP protocol (proto=ICMP 1, off=8@, ID=002b)
110 3.412439 16.1.234.2 10.1.200. 162 IPvd 118 Fragmented IP protocol (proto=ICHP 1, off=160, ID=002h)

In the preceding screenshot, it can be seen that the capture fragments are of size 100 bytes;
the attacker could use an even smaller size to trigger a DoS attack on the target host.

By default, Wireshark will reassemble any fragmented packets in the
capture and display them as one reassembled packet. This may give an
impression that there is no fragmentation in the network. By changing the
preference settings, we will be able to display the real fragmented packet
in Wireshark.

This can be done by the following steps:

1. Go to Edit and click Preference
2. Click Protocols and then select IPv4
3. Unset the Reassemble fragmented IPv4 datagrams field
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How it works...

It is important to understand the two terms that define the size of the data units that are
sent over the network, as you see in the following diagram:

¢ Maximum Transfer (or Transmission) Unit (MTU): This is the size of the IP
packet, including the header and the data
¢ Maximum Segment Size (MSS): This is the maximum size of the TCP segments:

Data link IP Header TCP/UDP Application Payload FCS (L2)
Header (L2) (L3) Header (L4) (L5-L7)

MSS

MTU

The fragmentation mechanism that is used in IPv4 works as shown in the following

diagram:

arge datagram fragmented to
several smaller ones

length | ID | fragflag | offset g Original
=4000 | = =0 =0 o| packet

Fragmentl length o DE ©
"l |=1500 = a
Fragment2 = length o DF ©
v =1500 =0 a
Fragment 3 N length o DF ©
: =1040 = a8
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An original large packet enters the NIC or the router with a packet size that needs to be
fragmented. The packet is fragmented into several parts depending on the original size.

For the fragmentation, we have these fields:

e 1D: This is identical to the ID of the original IP Packet

e Bit 0: Always 0

e Bit 1 (DF bit):0=may fragment, 1 =don't fragment

e Bit 2 (MF bit): 0 =last fragment, 1 = more fragments

e Fragment Offset: This indicates the number of bytes from the beginning of the
original packet

In IPv4, the NIC itself can fragment the packet along with every router on the way to the
destination.

PMTUD leverages the Don't Fragment (DF) flag in IP header. When any transit router
receives an IP packet of a size bigger than the outgoing interface's IP MTU, and if the DF
flag in the packet header is set to 1, the router will drop the packet and generate an ICMP
error message of type 3 (Destination unreachable) with code 4 (fragmentation needed
and DF was set). This message will be sent to the originator of the packet and will carry the
MTU size of the outgoing interface:

R1 R2 R3 10.1.3.3
."’:—t:;_—'ijo,_,LA 10.1.12.2 I—-i’_j;‘,:;_:~-1o.1.23.210.1.2_3. T
MTU=100

Path MTU discovery topology
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In the preceding diagram, the MTU value of the outgoing interface on R2 to reach R3 is 100.
When R2 receives any IP packet of a size more than 100, it drops the packet and generates
the ICMP error message:

IP packet destined to
10.1.3.3 of size 214 bytes

Filter: | j Expression... V
No. |Time Source ‘ Destination |Prutuco| ‘ Length ‘ Info
1 6.600088 10.1.12.2 224.0.0.5 0SPF 94 Hello Packet
2'5,668264 16.1.12.1 224.8.8.5 05PF 94 Hello Packet
3 7.896664 10.1.12.1 10.1.3.3 1CHP 214 Echo (ping) reqliest 10=0xB@R4, seq=8/@, ttl=255 (no response found
5 7.897973 16.1.12.1 i) o)) ICHP 214 Echo (ping) request 1d=0x0064, seq=1/256, tt1=255 (no response fou

69.105919
79.186280

18.1.12.1 10.1.3.3 1CHP 214 Echo (ping) request 1d=0x0004, seq=2/512, tt1=255 (no response fou

76 Destination reachable (Fragmentati needed

8 9.107244 18.1.12.1 16.1.3.3 ICHP

214 Echo (ping) request 1d=0x6604, seq=3/768, tt1=255 (no response fou
9 9.651856 10.1.12.2 224.8.8.5 0SPF 94 Hello Packet
214 Echo (ping) request 1d=8x0@84, se

10 11.114122 18.1.12.1 i) ol ICHP
1.12.2 16.1.12 Destination unreachable (Fragmentati

R2 generates ICMP error
message

R2 drops the packet and generates the ICMP error message, as shown in the preceding
screenshot. The originating host will use the MTU value in the received message to tweak
the MSS of the session for efficient data transmission.

+ Internet Protocol Version 4, Src: 10.1.12.2 (10.1.12.2), Dst: 10.1.12.1 (1€.1.12.1)
Version: 4
Header Length: 20 bytes
D Differentiated Services Field: 0x00 (DSCP 0x0@: Default: ECN: Ox00: Not-ECT (Not ECN-Capable Transport))
Total Length: 56
Identification: 0x0000 (0)
P Flags: oxee
Fragment offset: @
Time to live: 255
Protocol: ICHMP (1)
P Header checksum: ©x8fc@® [validation disabled]
Source: 10.1.12.2 (10.1.12.2)
Destination: 10.1.12.1 (106.1.12.1)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]
+ Internet Control Message Protocol | Destination unreachable

Type: 3 (Destination unreachable) errormessagegenerated
Code: 4 (Fragmentation needed) —

Checksum: ©x63b4 [correct] with Outgomg mterface

MTU of next hop: 100 _J MTU as 100
P Internet Protocol Version 4, Src: 10.1.12.1 (10.1.12.1), Dst: 18.1.3.3 (18.1.3.3)
D Internet Control Message Protocol
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The following are a few useful filters for IP fragments:

Filter Description Example
ip.flags.mf == <flag> Filters all fragmented packets with MF flag set to 1 ip.flags.mf ==
ip.fragment Filter all fragmented packets ip.fragment
ip.flags.df == <flag> Filters all packets with DF flag set ip.flags.df==1

IPv4 multicast routing operations

IPv4 multicast routing is the process of forwarding data packets from the source to one or
more receivers residing in same or different networks. The source address of the multicast
packet will be a unicast address, while the destination address will be a multicast address
(224.0.0.0t0239.255.255.255). The end applications that are using multicast to receive
the traffic will resolve the multicast address using an out-of-band mechanism and will use a
multicast group membership protocol like IGMP to join the respective multicast group. The
host will send IGMP join towards the connected router.

The multicast-enabled router connecting the receivers is known as the Last Hop Router
(LHR), and the multicast-enabled router connecting the source is known as the First Hop
Router (FHR). The LHR will use a multicast routing protocol such as PIM to build a
multicast tree toward the FHR using the shortest path. The FHR will forward multicast data
traffic over the multicast tree. Multicast can be deployed in different modes. Below are the
two most commonly deployed multicast modes:

e Sparse mode: In this mode, a common node will be positioned as a Rendezvous
Point (RP) and each LHR will build the multicast tree towards the RP. This tree is
known as a shared tree. The FHR, on receiving multicast traffic from a connected
source, will unicast the packet to the RP, which in turn will forward it to the
receivers over at the shared tree.

e Source-specific multicast: In this mode, each LHR will build the multicast tree
towards the FHR connected to the source itself. There is no need for an RP in this
mode.
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How it works...

In the following diagram, assume that the receivers are joining a stream using 239.1.1.1
as multicast address from the source connected to R1:

RP

N

<
Receiver

Source R1 Shortest Path Tre?

L

<

Receiver

In our example, 10.1.8. 8 is acting as the RP, and this RP is connected to R2:

¢ Receivers will send an IGMP join request for 239.1.1.1 to the connected
multicast routers. The LHR routers (R3 and R4), upon receiving the IGMP joins
from the receivers, will build a shared tree towards the RP. In our example, R3
and R4 will use R2 as an upstream router to build the tree towards RP.

¢ The FHR connected to source, upon receiving the first multicast traffic, will
encapsulate it with a PIM register message and unicast the packet towards the
RP:
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[~ Internet Protocol Version 4, Src: 10.1.12.1 (10.1.12.1), Dst: 10.1.8.8 (10.1.8.8) M
Version: 4
Header Length: 20 bytes

P Differentiated Services Field: ©xB@ (DSCP ©x80: Default; ECN: ©x08: Not-ECT (Not ECN-Capable Transport))

Total Length: 168
Identification: 0x0000 (0)

P Flags: ox06 .
Fragment offset: © _IP Unicast
Time to live: 253 Header
Protocol: PIM (103)

3 ; n disabled]

Source: 10.1.12.1 (10.1.12.1)

Destination: 16.1.8.8 (10.1.8.8)

[Source GeoIP: Unknown]

[Destination GeoIP: Unknown]

[¥ Protocol Independent Multicast M
0010 .... = Version: 2

0001 = Type: Register (1)
Reserved byte(s): 60
Checksum: @xdeff [correct]

P PIM options

[ Internet Protocol Version 4, Src: 10.1.17.7 (10.1.17.7), Dst: 239.1.1.1 (239.1.1.1)
Version: 4
Header Length: 20 bytes

D Differentiated Services Field: ©xB8 (DSCP Gx8@: Default; ECN: @x808: Not-ECT (Not ECN-Capable Transport))
Total Length: 80
Identification: @x@001 (1)

b Flags: 6x00
Fragment offset: @ .
Tmi to live: 254 ~— Multicast Data
Protocol: UDP (17)

_Header checksum, Oxb191 [validation disabled]

Source: 10.1.17.7 (10.1.17.7)
Destination: 239.1.1.1 (239.1.1.1
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]

b User Datagram Protocol, Src Port: 51468 (51468), Dst Port: 1967 (1967)

b Data (52 bytes) —

¢ As shown in the preceding screenshot, R1 will encapsulate the multicast data
packet (with the source as 10.1.17.7, and the destination as 239.1.1.1) with a
PIM register encapsulation header. It further encapsulates it using an IP unicast
header with the source as the FHR router (10.1.12.1) and destination as the RP
(10.1.8.8).

¢ The RP will decapsulate the header and forward the multicast traffic over to the
shared tree.

¢ By default, the LHR routers, upon receiving the multicast traffic, will build
another tree toward the source. This tree is called the Shortest Path Tree.

While the forwarding behavior for multicast traffic is different from unicast traffic, there is
not much difference in how the IP header is treated along the path. For example, any router
will decrement the TTL for both unicast and multicast traffic. So, all the troubleshooting
analysis procedure we defined for IPv4 unicast is applicable for IPv4 multicast capture as
well.
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There's more...

End applications using multicast traffic are mostly audio or video applications, and the
traffic rate at which the multicast stream is received is one of the criteria to be considered
for troubleshooting. Wireshark allows us to list all the UDP multicast streams with a simple
analysis in terms of PPS, average BW used, and more. This statistic will be very useful while
troubleshooting multicast traffic. The statistics can be viewed by following these steps:

1. Go to Statistics and click UDP Multicast Streams
2. Check the available fields for multicast information

IPv6 principle of operations

With the dawn of the dot-com bubble in early 1990s, more businesses started relying on IP
networks, which meant a drastic depletion of IPv4 address space. Soon the industry
realized that there was a need for a new network layer protocol that could accommodate
and gratify the growing network requirements. This made the industry start working on
next-gen IP (IPng).

While the initial efforts were performed to extend the Stream Protocol (ST2) as a quick fix
for the network address depletion, features such as Network Address Translation (NAT)
and Dynamic Address Allocation (such as DHCP) addressed the exhaustion to a certain
extent, allowing the industry enough time to work on IPng. IPng was developed to not only
tackle the address space challenge but also consider the other limitations and challenges
that were facing IPv4. ST2 was officially designated as IPv5 and IPng was officially
designated as IPve6.

IPv6 is of 128-bit size and therefore provides a very large address space. While the size of an
IPv6 address is four times larger than IPv4, the header size is simplified for efficient packet
processing. The format of an IPv6 header is as follows:
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0 12 16 24 31
Vers | Traffic Class Flow Label
Payload Length Next Header Hop Limit
Source Address
Destination Address

The following is a sample Wireshark capture of an IPv6 packet:

Payload length: 60O
Next header: ICMPvE
Hop limit: 64

(58)

Source: 2001:db8&:12::1 (2001:db8:12::1)
Destination: 2001:db8:12::2 (2001:db8&:12::2)

[Destination GeoIP:

[Source GeoIP: Unknown]

Unknown]

= Internet Protgcg grsion 6, Src: 2001:db8:12::1 (2001:db8:12::1), Dst: 20081:db8:12::2 (2001:dbB:12::2)
v 0110 ... =|version: 6_

[e11@ .... = This field makes the filter "ip.version == 6" possible: 6]
~ .... Dboee eeee . = Traffic class: Ox0OEEEOEO
. BDEEO 0. . .. = Differentiated Services Field: Default (0x00000000)
A RPN . = ECN-Capable Transport (ECT): Not set
L@ oo oo o0 oo ... = ECN-CE: Not set
. D00O 00RO AEEO CEAO 00C@ = Flowlabel: ©x00EO0O00

IPv6 addressing

As with IPv4, an IPv6 address is a unique and logical network layer identifier assigned to
each device connected to the network. An IPv6 address is of 128-bit size and comprises a
Network Prefix and Interface ID. While IPv4 is represented as four octets of decimals, an
IPv6 address is represented as eight blocks of 16-bit hex values with colons as demarcation.
The format of an IPv6 address is as follows:

Network Prefix

Interface ID

<16->

<16->

<16

€16~

<16

<16~

<16>

<16~
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The Network Prefix is used to identify the network in which the host resides, while the
Interface ID is used to identify the host within the network. While the 128-bit representation
is made efficient by referring the address in hex values, here are a few good practices to
further simplify the representation:

¢ All leading zeros in an IPv6 address can be omitted
e Contiguous zeros can be represented as ::
e :: can occur only once within the address

There are a number of different types of IPv6 address; here are details of some of them:

¢ Link-local address: This is a non-routable unicast address with a link-specific
scope and is used for link local communication where the packet will not be sent
more than one hop. All control plane communications (such as OSPF hello
messages) belong to this category. Any interface enabled with IPv6 will be
assigned with a link-local address. The address range is fe80::/10.

¢ Global unicast address: This is the public routable unicast address with a global
scope. Most internet devices will be assigned from this range. The address range
is 2000::/3.

¢ Unique local address: This is a private range unicast address and is not routable
in public internet. The address ranges are fc00::/8 and £d00::/8.

e Multicast address: Just like IPv4, this address is used for point-to-multipoint
communication. The address range is ff00::/8.

There are also few other types of address, such as IPv4 embedded address and solicited
node multicast address, which are not explained here for the sake of brevity.

It can be noted that IPv6 does not have any broadcast address, as all types of broadcast
communication can be addressed by the IPv6 multicast address. As mentioned previously,
the address range for multicast is ff00::/8 and the last 4 bits of the first block defines the
scope of the multicast address. For example, 1 has a node-local scope, 2 has a link-local
scope, 5 has a site-local scope, and E has a global scope. The following table gives clear
information about different addresses and scopes:
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FFO1::1

FFO1::2

FFO02:1

FF02:2

FF02::5

FF02::6

FFO2::T:FFXX:XXXX

Node-Local All Nodes
Node-Local All Routers
Link-Local All Nodes
Link-Local All Routers
Link-Local OSPFv3 Routers
Link-Local OSPFv3 DR Routers
Link-Local Solicited-Node

IPv6 extension headers

The IP options defined for IPv4 headers are primarily intended to carry additional network
layer information. But the presence of IP options in IPv4 will end up punting the packet to
CPU and thereby introducing performance issues due to the slow path packet forwarding.
In IPv6, extension headers are proposed to encode such control plane information as a
separate flexible header without increasing the sizing of the IPv6 header. The IPv6
extension header is positioned between the IPv6 header and the transport layer header in a
packet, and the presence of an IPv6 extension header is identified by setting the next header

to the relevant value.

Here are a few commonly used IPv6 extension headers:

Protocol
number |Extension header Description Reference
(IPv6é NH [name P
Value)
Optional extension header used to carry
additional information that may be
0 iP\;foﬁop-by-hop processed by every node along the path. | RFC 8200
p This may require the packet to be punted
to CPU on all nodes.
Fragment header for | Used by source to send packet larger than
44
IPv6 Path MTU. REC 8200
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Encapsulation Used to carry security information to
50 p provide confidentiality, authentication, RFC 4303
security payload : .
integrity, and more.
60 Destination header Used by source to carry 1.nformat1o.n . RFC 8200
intended only for the ultimate destination.

Here is the IPv6 packet format with extension headers:

IPv6 Header TCP Header + Data
Next Header = TCP

IPv6 Header FragmentHeader | TCP Header +
Next Header = Next Header = Data
Fragment TCP
IPv6 Header HbH Header Fragment Header | TCP Header +
Next Header = Next Header = Next Header = Data
Hop-by-Hop Fragment TCP

The following is a sample capture:

P 8110 .... = Version: 6
P ..., OOAO 0BG .... .... ..., .... .... = Traffic class: 9x0EEOEAOO
o 000e GEEO GOEO BEEE OEEE = Flowlabel: BxB0OOEEEEO
Payload length: 60
|next neader: IPv6 hop-by-hop option (8) |
Hop Timit: 64
Source: 2001:db8:12::1 (2001:db8&:12::1)
Destination: 2001::2 (26001::2)
[Destination Teredo Server IPv4: 0.0.0.0 (0.0.0.0)]
[Destination Teredo Port: 65535]
[Destination Teredo Client IPv4: 255.255.255.253 (255.255.255.253)]
[Source GeoIP: Unknown]
[Destination GeolIP: Unknown]
~ Hop-by-Hop Option
Next header: IPv6 destination option (6@)
Length: @ (& bytes)
P _IPv6 Option (PadN)
= Destination Option
Next header: ICMPv6 (58) » Destination

Length: @ (8 bytes) Extension Header
P _IPv6 Option (Padh)

P Internet Control Message Protocol v6

., Hop-by-Hop
Extension Header

v Internet Protocol Version 6, Src: 2001:db®:12::1 (2001:db8&:12::1), Dst: 2001::2 (2001::2)
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IPv6 extension headers and attacks

While IPv6 is designed with security in mind, the extension header may still be used as a
source for DoS attacks. As mentioned previously, the presence of a Hop-by-Hop extension
header will require all transit nodes along the path to process the header, consuming a lot of
CPU. Similarly, when a large volume of packets with IPv6 destination extension header is
forwarded to a specific host or server, it may consume a lot of resources on the server.

Getting ready

Just open Wireshark, connect it to the network, configure port mirroring to the device, and
start the capture. The presence of an IPv6 extension header can be verified through the
Wireshark capture.

How to do it...

The IPv6 packets carrying the IPv6 extension header is shown in the following screenshot:

File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help
{ 1 = B A0 & x J @ O o

g @ ﬂ . & ‘7' x =+ L = @ :l,} E] E :)\ C\ @)\ ﬂ m @ i ;1

Filtellipvﬁ.dst_opt v IExpression... Clear Save

No. | Time |50urce | Destination | Protocol | Length |Inf0
7 8.938518 2081:db8:12:: 1 2001 :2 1CHPVE 114 Echo (ping) request id=Bx17ae, seq=1, hop 1imit=64 (reply in 8)
9 B.940256 2001:db8:12::1 2001::2 ICMPvE 114 Echo (ping) request i1d=@x17ae, seq=2, hop limit=64 (reply in 18)
11 8.941513 2001:db8:12::1 2001::2 ICMPVE 114 Echo (ping) request 1d=0x17ae, seq=3, hop 1imit=64 (reply in 12)
13 8.942777 2001:db8:12::1 2001::2 ICMPVE 114 Echo (ping) request id=8x17ae, seq=4, hop limit=64 (reply in 14)
15 B.944181 2001:db8:12::1 2001::2 ICMPvE 114 Echo (ping) request id=@x17ae, seq=5, hop limit=64 (reply in 16)
17 8.945440 2001:db8:12::1 2001::2 ICMPVE 114 Echo (ping) request 1d=8x17ae, seq=6, hop 1imit=64 (reply in 18)
19 8. 946665 2001:db8:12::1 2001::2 ICHMPvE 114 Echo (ping) request id=8x17ae, seq=7, hop limit=64 (reply in 28)
21 B.949914 2001:db8:12::1 2001::2 ICMPvE 114 Echo (ping) request id=8x17ae, seq=8, hop limit=64 (reply in 22)
23 8.958933 2001:db8:12::1 2001::2 ICMPVE 114 Echo (ping) request 1d=0x17ae, seq=9, hop limit=64 (reply in 24)

In the preceding screenshot, filtering the packets using ipv6.dst_opt will list all the IPv6
packets carrying an IPv6 destination option extension header. Alternately, we could use an
ipv6.hop_opt filter to list all the IPv6 packets with [Pv6 Hop-by-Hop options.

While the preceding task will help to narrow down the packets or the count of packets
received with the extension header, it may require additional manual analysis to
understand whether it is an expected behavior or an attack.
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IPv6 fragmentation

As mentioned in an earlier section, fragmentation is the process of dividing the packet into
smaller fragments to fit the lowest MTU along the path. The way packet fragmentation is
handled by IPv6 is completely different from IPv4. The following are a couple of the
primary differences in how IPv6 handles the fragmentation:

e While in IPv4 any router is allowed to fragment the packet (assuming DF bit is
not set), IPv6 only allows the source of the IPv6 packet to fragment and none of
the transit nodes can fragment an IPv6 packet.

¢ In IPv4, the fragment details are carried as part of IPv4 header, but in IPv6 a new
extension header is defined and this header will be included only in fragmented
packets.

How it works...

In the following diagram, the MTU value of the outgoing interface on R2 is set to 1280,
which is the minimum MTU required for IPv6 packet forwarding;:

2001:db8:0012::1  2001:db8:0012::2¢ 2001:db8:0023::2  2001:db8:0023:: 35

MTU=1280

If a router receives an IPv6 packet larger than the MTU of the outgoing interface, the
default behavior is to drop the packet and generate an ICMPv6 error message:

File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

00ANA BEXR A¢swFLIEFE QAR EVE% B

F|Iter| ¥ | Expression...

No. |T|me ‘Sour(e ‘ Destination ‘ Protocol |Le ngth ‘ Info
1 0.006000 feBO::1816: 3eff: fedl:8852 f02::5 0SPF 94 Hello Packet
2 0.147443 16.1.12.1 224.0.0.5 OSPF 94 Hello Packet
3 4.513879 feB0::f816:3eff:fe65:5f@e ff02::5 0SPF 94 Hello Packet

5 8.360546 2001:db8:12::1 2001::3 ICMPvE 1514 Echo (ping) request 1d=0x1d69, seq=B, hop limit=64 (no response f
3 Too Big
1294 1Pv6 fragment (nxt=ICMPV6 (58) off=8 1d=6x26)

78.362555 2001:db8:12::1 2001::3 1PV6

8 8.413815 2601:db8:12::1 2001::3 ICMPVE 290 Echo (ping) request 1d=0x1d69, seq=1, hop 1imit=64 (reply in 10)
9 8.437972 2001::3 2001:db8:12::1 1PVE 1294 IPv6 fragment (nxt=ICMPv6 (58) off=@ 1d=@x24)
18 8547004 268113 2881 dbR: 1)1 TCHPVG 798 Feho (ning) renlv id=8x1dR9 <ea=1 hon Timit=A3 (reauest in RY

R2 generates ICMPv6 error
message (Packet too Big)
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In the preceding screenshot, R2 drops the packet and generates an ICMPv6 error message
with the outgoing MTU interface to the actual source of the packet (R1 in our example).

File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

©@eidEd BLXE Ao FREE QB @ERK G

Filter:|ipv6.fragmenl v | Expression... Clear Apply Save

No. ‘Time ‘Source |Deslinat|0n ‘Protocol |Lenglh |Inf0
10 8.542024 2001::3 2001 cdb8:12::1 ICHPVE 290 Eche (ping) reply 1d=0x1d6%, seg=1, hop limit=63 (reguest 1n 8)
12 8.543217 2001:db8:12: 1 2001 :3 ICHPVE 290 Eche (ping) request 1d=0x1d69, seq=2, hop limit=64 (reply 1n 14)
14 8.795052 2001::3 2001:dbB:12::1 ICHPVE 296 Echo (ping) reply id=0x1d63, seq=2, hop 1imit=63 (request in 12)
16 8.796357 2001:dbB:12::1 2001: :3 ICHPVE 296 Echo (ping) request id=0x1d69, seq=3, hop limit=64 (reply in 18)
18 9.049614 2001::3 2001:db8:12::1 ICHPVE 296 Echo (ping) reply id=0x1d63, seq=3, hop 1imit=63 (request in 16)
20 9.056332 2001:db8:12::1 2001 :3 ICHMPVE 296 Echo (ping) request id=8x1d69, seq=4, hop limit=64 (reply in 23)
23 9.316012 2001;:3 2001:db8:12::1 ICHMPVE 296 Echo (ping) reply 1d=8x1d6%, seq=4, hop limit=63 (request in 2@)

R1 will cache this information and fragment the packet based on the received MTU size, as
shown in the preceding screenshot.

< Internet Protocol Version 6, Src: 2001:db8&:12::1 (2001:db8:12::1), Dst: 2001::3 (2001::3)
P 8116 .... = Version: &

P ..., 0GEe eeee .. .. . iiiw wwws v = Traffic class: Ox0EEEEEEE
e 0000 COER OOGO PEEE B6BE = Flowlabel: OxGEEEEEEO

I Payload length: 1240 Next Header is set
Next header: IPv6 fragment (44) >
Hop Timit: 64 to Frag_ment
Source: 2001:db8:12::1 (2001:db8:12::1) Extension Header

Destination: 2001::3 (208@1::3)

[Destination Teredo Server IPv4: 0.0.0.0 (0.0.0.0)]

[Destination Teredo Port: 65535]

[Destination Teredo Client IPv4: 255.255.255.252 (255.255.255.252)]
[Source GeoIP: Unknown]

[Destination GeolP: lnknown]

¥ Fragmentation Header
Next header: ICMPvE (58) )
Reserved octet: ©x0000 ~, FragmentEH carries
0EO0 OO0 0000 O... = Offset: O (0x0000) all fragmentation
.BB. = Reserved bits: @ (OxBEE0) related details

ove weee wew o1 = More Fragment: Yes ( Wireshark also point the frame
Jdentification: Ox00000026 number of the fragmented

Reassembled TPv6 in frame: 8 packet in the capture for ease of

\\ analysis

As shown in the preceding screenshot, the IPv6 fragment extension header will carry all the
fragmentation-related details. In IPv4, all this information is carried as part of the IPv4
header itself. But with IPv6, it is included as part of the extension header.
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IPv6 fragmentation can also be used by a malicious attacker for DoS attacks. An attacker
may send a large volume of packets with an IPv6 fragment extension header, causing the
target host to consume resources in reassembling the fragmented packets.

The following are a few useful filters:

Filter Description Example
ipv6.hop_opt Filters all IPv6 packets with HbH extension header ipv6.hop_opt
ipv6.dst_opt Filters all IPv6 packets with destination extension ipv6.dst_opt

header
ipv6.fragment Filters all IPv6 packets with fragment extension header ipv6.fragment

ICMPV6 - protocol operations, analysis, and
troubleshooting

ICMPv6 is an enhanced version of ICMP for IPv6 that not only performs error reporting
and path diagnostics functionalities, but is extended further for other network layer
functions. ICMPv6 plays a key role in:

IPv6 router and neighbor discovery

IPv6 stateless auto configuration
Path MTU discovery
Fault detection and isolation

ICMPv6 is an integral part of IPv6, and the next header field of IPv6 will be set to 58. The
ICMPv6 packet has the following format:

Type Code Checksum

Message Body

There are different types of ICMPv6 message available for error reporting, informational, or
discovery purposes. In this section, we will see how ICMPv6 can be used for fault detection
and isolation, and in the forthcoming sections, we will see more applications of ICMPvé6.
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Getting ready

When the end application using IPv6 faces connectivity issues, fault detection and isolation
utility tools such as Ping and Traceroute can be used to detect or isolate the failure. When
the Ping tool is used for an IPv6 address, it uses ICMPv6 messages for path diagnostics.
Wireshark on one or more devices along the path can be used to capture the packets at
different points for analysis.

How to do it...

1. In the following diagram, R1 is performing path diagnostics towards R3's
address, 2001::3. When a ping is triggered on R1, it generates an ICMPv6 echo
message and forwards it to R2:

Src=2001::3
- Dst = 2001:db8:12::1
Src =2001:db8:12::1 ICMPv6 Reply
Dst = 2001:3 "
ICMPv6 Echo R2

2001:db8:0012::i;§:2-——i 2001:db8:0023::2
2001:db8:0012::1 2001:db8:0023::3

2. As shown in the following screenshot, R1 sends an ICMPv6 echo request message
(ICMPv6 type = 128) towards R3.

< Internet Protocol Version 6, Src: 2001:db8&:12::1 (2001:db8:12::1), Dst: 20@1::3 (2001::3)
P 811@ .... = Version: 6
b .... ceee Beee .... e e e
o 0000 GEOE OO0 QOGO GEEO
Payload length: 1240
Next header: IPvG fragment (44)
Hop limit: €3
Source: 2001:db8:12::1 (2001:dbB&:12::1)
Destination: 2001::3 (20081::3)
[Destination Teredo Server IPvd4: 9.0.0.0 (0.0.0.0)]
[Destination Teredo Port: 65535]
[Destination Teredo Client IPv4: 255.255.255.252 (255.255.255.252)]
[Source GeolP: Unknown]
[Destination GeolP: Unknown]
P Fragmentation Header
[~ Internet Control Message Protocol v6

Traffic class: OxGEEEEEEE
Flowlabel: 0x00000000

Type: Echo (ping) request (128)
e g ey Tea ICMPV6 Echo
Checksum: ©xcf47 Request message

Identifier: Oxlce®
Sequence: 1
Response In: 12
P Data (1224 bytes)

[314]



Network Layer Protocols and Operations Chapter 10

3. R3, upon receiving the ICMPv6 echo request, will reply with an ICMPv6 echo

reply.
< Internet Protocol Version 6, Src: 2001::3 (2001::3), Dst: 2001:db8&:12::1 (2001:dbB8:12::1)
P 8110 .... = Version: 6
Po.... BEEE GEEE .... ... = Traffic class: OxOEEEEEAG

e 0000 OEOE 0G0 GOEE OO = Flowlabel: Bx8QGGGG60
Payload length: 1240
Next header: IPvG fragment (44)
Hop limit: 64
Source: 20081::3 (2001::3)
[Source Teredo Server IPv4: 0.0.0.0 (0.0.0.0)]
[Source Teredo Port: 65535]
[Source Teredo Client IPv4: 255.255.255.252 (255.255.255.252)]
Destination: 2001:db8:12::1 (2001:db8:12::1)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]
P Fragmentation Header

[~ Internet Control Message Protocol v6
Typer fcho (pane) reply (129) ICMPV6 Echo Reply
Checksum: @xced7 message
Identifier: Oxlce@
Sequence: 1
Response To: 16
[Response Time: 1@3.977 ms]

As shown in the preceding screenshot, R3 replies with an ICMPv6 echo reply to R1.

During some failure scenarios, we might notice some intermittent packet drops. In a large
pcap file, it might be hard to narrow down the list of ICMPv6 messages for which we didn't
get response. The Expert Info option will be helpful here:

1. Go to Analyze and click on Expert Info
2. Check Warnings:

Errors: 0 (0) Warnings: 2 (2) |Notes: 0 (O)lChats: 0 (0) | Details: 2 |Packet Comments: 0

Group |Prot0co| |Summaryr Count
~

Packet: 76
b Sequence ICMPv6 No response seen to ICMPv6 request in frame 11¢

This lists all the ICMPv6 echo messages for which there is no ICMPv6 response in the
capture.
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IPv6 auto configuration

One of the primary benefits associated with IPv6 is its ability to autoconfigure the interface
address. This ability allows IPv6 enabled devices to act in plug-and-play mode.

Getting ready

When the end host using IPv6 auto configuration is not working properly, the first thing to
do is to ensure that the link-local address is auto configured properly. This can be verified
by checking the interface address configuration. In Unix/Linux devices, i fconfig -a will
list the IPv6 addresses configured on the interface. If you don't see anything, the IPv6 stack
on the host might have some issues. If you see an IPv6 link-local address, the next step is to
capture the packet using Wireshark and see whether the router solicitation and
advertisement messages are exchanged.

How to do it...

1. When IPv6 auto configuration is enabled on the end host, it is expected to send a
router solicitation message to all router multicast addresses.

S IPv6 Router
IPv6 Host MAC: fa16.3edd.9502
MAC: fa16.3ebd.4beb IPv6 Prefix: 2001:db8:1000::/64
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2. Check whether the message is sent by the host in the Wireshark capture:

D Ethernet II, Src: fa:16:3e:bd:4b:eb (fa:16:3e:bd:4b:eb), Dst:

Payload length: 16
Next header: ICMPVE (58)

ff02::2 (ff02::2)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]
Internet Control Message Protocol v6
Type: Router Solicitation (133)
Code: @
Checksum: @x75af [correct]
Reserved: GOOOEOOO
=~ ICMPv6 Option (Source link-layer address
Type: Source link-layer address (1)
Length: 1 (8 bytes)
Link-layer address:

Hop limit: 255
Source: feB@::fB816:3eff:febd:4beb (feBO::fB816:3eff:febd:4beb)
Destination:

vl

ICMPVv6 message type

fa:16:3e:bd:4b:eb)

fa:16:3e:bd: 4b:eb (fa:16:3e:bd:4b:eb)

= Internet Protocol Version 6, Src: feBO::f816:3eff:febd:4beb (feB0::f816:3eff:febd:4beb),
P 0110 .... = Version: 6
b ..., 1110 6866 i s ... .... = Traffic class: 0x000000eO
. 0000 0OOO 0OGO PEOO GO0 = Flowlabel: ©x00000O0O

IPvbmcast_©2 (33:33:00:00:00:02)

Dst: Tf@2::2 (Tf02::2)

RS message is sent with link
local source address and
destinated to All-Router
Multicast address

ICMPv6 Option proactively
carries the local MAC address
that can be used for address

resolution

3. As shown in the preceding screenshot, the IPv6 host sends an ICMPv6 router
solicitation message. It can be observed that the ICMPv6 options carry the MAC
address of the end host in the router solicitation message. Any router that is
receiving this message will cache the MAC address for the address resolution.

The next step is to check whether the router is sending a router advertisement
message with the relevant details that can be used by the end host for auto
configuration:
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b e11e = Version: 6
P .... 111@ eeee .... e e o
. . 0006 0000 GOEO POOO 6008
Payload length: 64
Next header: ICMPVE (58)

Traffic class

[ Internet Protocol Version 6, Src: feB0::f816:3eff:fedd:9502 (feB0O:.f816:3eff:fedd:9502), Dst:

ff02::1 (ffe2::1)

0x000000e0
Flowlabel: ©x00000000

Hop limit: 255
Source: fed0::f816:3eff:fedd:9502 (feBO::f8l6:3eff:fedd:9502)
Destination: ff@2::1 (ffe2::1)

RA message is sent with link
local source address and

[Source GeolP: Unknown]
[Destination GeoIP: Unknown]

[* Internet Control Message Protocol v6
Type: Router Advertisement (134)
Code: ©
Checksum: @x@eaf [correct]

Cur hop limit: 64
¥ Flags: 0x08
B oo Managed address configuration: Not set

Other configuration: Not set

Home Agent: Not set

Prf (Default Router Preference):

Proxy: Not set

Reserved: ©

Router lifetime (s): 1886

Reachable time (ms): @

Retrans timer (ms): @

Medium (8)

@
[T T TR TR}

o -
[

destinated to All-Node
Multicast address

mr:e Tink-Tayer 3dAress .
Type: Source link-layer address (1)
Length: 1 (B bytes)

Link-laver address: fa 16:3e:dd:95:02 (fa:16:3e . dd:95:02)

fa:16:3e:dd:55:82)

ICMPv6 Option proactively
carries the local MAC address

that can be used for address

P ICMPv6 Option (MTU 1500)

= ICMPv6 Option (Prefix information :
Type: Prefix information (3)
Length: 4 (32 bytes)

Prefix Length: 64

Flag: @xce —
Valid Lifetime: 4294967295 (Infinity)

2001:db8:1000: :/64) —

-

Preferred Lifetime: 4294967295 (Infinity)
Reserved
Prefix: 2001:db8:16800:: (2801:db8:1080: )

resolution

Global Unique Prefix with
validity and lifetime details.

5. As shown in the preceding screenshot, the router sends a router advertisement
message to the all-node multicast address, ££02: : 1. All nodes in the LAN will be
listening to this multicast, and so will process the information in the message.

6. The ICMPv6 router advertisement message carries the IPv6 prefix details with a
minimum size of 64 bits. In the preceding screenshot, prefix
2001:db8:1000: :/64 is advertised. This prefix will be advertised with a two-
timer variable. The Valid lifetime is the length of the time this prefix can be used
on the link as a valid address. The Preferred lifetime is the length of the time this
address generated from the received prefix prefers.

If the preceding router advertisement is not seen in the capture, the router configuration
needs to be verified to ensure that relevant IPv6 auto configuration is enabled to advertise

the prefix.
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How it works...

The process of auto configuring the IPv6 address is known as Stateless Address Auto
Configuration (SLAAC). As we saw earlier, when IPv6 is enabled on any device, a link-
local address from the £fe80: : /10 range is assigned by default. As mandated by the IPv6
address format, the interface ID (last 64 bits) of an IPv6 address must be unique for each
host within the network. So how can we assure that the auto configured IPv6 address is
unique for each host within the network? In an LAN, the MAC address is a data-link layer
identifier assigned to each host and is expected to be unique within the network. This is to
ensure that the frame is delivered to the right host. IPv6 auto configuration leverages the
uniqueness of the MAC address for IPv6 auto configuration. But there is one challenge — the
MAC address is of a 48-bit size while the interface ID is of a 64-bit size. The MAC address
comprises a 24-bit Organizational Unique Identifier (OUI) followed by 24-bit Vendor-
assigned Identifier. This MAC address is converted to a 64-bit EUI-64 addressing format
using the following procedure:

¢ A 16-bit hex value FFFE is inserted between the OUI and Vendor-assigned
identifier
e The U/L flag (bit 7) in the OUl is set to 1

The following is an illustration of the preceding steps:

oul Vendor assigned Identifier
w | = | w | m» | o | & | > 48 bit MAC address
| 00 | 12 34 [ I FE AB @ [
0000 0000
0000 0010
| 02 | 12 | 34 | FE | FE I AB | @ I F | » EUI-64 Address

The resulting 64-bit value is concatenated to the 64-bit network prefix {fe80::/10 + 54
bits all-zero value} to auto configure a 128-bit unique IPv6 link-local address. As the
name suggests, this address is link-local scoped and so cannot be used for communicating
with nodes outside the LAN network.
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IPv6 SLAAC signals a global unique prefix from the router and leverages the end host
capability of generating the EUI-64 address to auto configure a globally unique IPv6
address. ICMPv6 plays the role of signaling protocol for the router to advertise the global
unique prefix to the end hosts within the LAN network. The following are the two ICMPv6
message types used for this purpose:

e Router solicitation message
¢ Router advertisement message

Any end host that is enabled with IPv6 auto configuration will send an ICMPv6 router
solicitation message. The source address of this ICMPv6 message is normally set to the link-
local address of the interface and the destination address is set to an all-router link-local
multicast address (ff02::2). The message has the following format:

Type=133 Code=0 Checksum

Reserved

Options

The router connected to the LAN network will periodically send ICMPv6 router
advertisement messages carrying the prefix and other related details that can be used by the
end host for address autoconfiguration. The source address of this ICMPv6 message will be
set to the link-local address of the router interface and the destination address will be set to
all-node link-local multicast address (ff02::1). The message has the following format:

Type=133 Code=0 Checksum
Hop Limit [M|O| Rsvd Router Lifetime

Reachable Time

Retransmission Timer

Options
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DHCPv6-based address assignment

While IPv6 SLAAC is simpler and easier as it works as plug-and-play, it is not the only
option for autoconfiguring the IPv6 address. DHCPv®6 is another centralized address
assignment option that can be used for address assignment and management. In this recipe,
we will see how to analyze some of the most common DHCPv6 issues.

Getting ready

Ensure that you have a DHCPv6 server configured to assign an IPv6 address for the
requesting clients. In Unix/Linux devices, ifconfig -a will list the IPv6 address
configured on the interfaces. If you don't see the DHCPv6 assigned address, capture the
packets using Wireshark in the LAN.

How to do it...

1. Check whether the end host sends a DHCPv6 solicit message. This is the first
message that will be sent by the client to identify the list of available DHCPv6
servers offering a IPv6 address. The message will be sent with the source address
as link-local address and the destination address will be a link-local scoped
multicast address known as an all-DHCP-relay address (££02::1:2).

2. If you don't see a solicit message in the capture, it is possible that the end host is
not properly configured or is not functioning properly:
e Check whether the relevant interface is enabled with IPv6.

¢ Check whether a link-local address is assigned for the interface.
e Check whether the interface is enabled to receive an IPv6 address from
DHCPveé:
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b @118

Payload
Next hea
Hop 1limi

P Ethernet II, Src: fa:16:3e:bd:4b:eb (fa:16:3e:bd:4b:eb), Dst: IPvbmcast_01:00:02 (33:33:00:01:00:02)
[~ Internet Protocol Version 6, Src: feB8::f816:3eff:febd:4beb (fe80::f816:3eff:febd:4beb), Dst: ff02::1:2 (ffE2::1:2)

b ..., 1110 @eee ... .

= Version: 6
Ce. . .. ... ... =Traffic class: 0x000000e®
. 0800 0GOE OO0 GR0 0888 = Flowlabel: OxBOBOEEOE
length: 56
der: UDP (17)

1. 255

Source:
Destinat

feB0: . f816:3eff . febd: 4beb (feB®.:f816:3eff.febd: 4beb) lSOIICIt message 1S Sent Wlth
jon: f102::1:2 (ff02::1:2) link local source address and

[Source
[Destina

'~ DHCPv6E
Message
Transact

¥ Elapsed

Value:

b User Datagram Protocol, Src Port: 546 (546), Dst Port: 547 (547) Address

Option: Elapsed time (&)
Length: 2

Elapsed time: © ms

GeolP: Unknown] destinated to All-DHCP-Relay-

tion GeoIP: Unknown]

type: Solicit (1)
ion ID: @xb7f78f
time

0000

= Client 1

Value:
DUID:

Option: Client Identifier (1) .. .
Length: 18 , Any Solicit message with a

DUID Type: link-layer address (3)
Hardware type: Ethernet (1)
Link-layer address: fa:16:3e:d3:a6:bo@

dentifier

00030001fa163ed3a6be missing Client ID will be
00030001a163ed3a6b8 ignored.

P option R

D Identity Association for Non-temporary Address

equest

3.

If the solicit message is seen, ensure that the client identifier is included in the
message. This is the ID used by the DHCPv6 server to uniquely identify the client
that helps with client management and reassigning the same address to the client.
Any solicit message without a client ID will be ignored by the server. So if you
see this message without a client ID, it is expected that the server will not assign
an IPv6 address to the client.

Next, check whether the advertise message is seen in the capture. If the server
successfully received the solicit message with a client ID, it will unicast with a
DHCPv6 advertise message. If there are more multiple servers in the network, all
the servers will reply with an advertise message.

If you don't see a DHCPv6 advertise message, it is possible that the server is not
configured properly or is not functioning properly:

e Check whether there are any servers listening to ££02: : 1: 2. This can
be verified by simply triggering an ICMPv6 ping from the client to
££02::1:2. If we get a response, it verifies that there is a server
listening to solicit messages.

e Check whether the server is configured with the DHCPv6 pool.
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e Check whether there is any issue in the IPv6 or DHCPv6 stack on the
server side. This may vary depending on the type of server being used
for this purpose:

P Ethernet II, Src: fa:16:3e:dd:95:02 (fa:16:3e:dd:95:02), Dst: fa:16:3e:bd:4b:eb (fa:16:3e:bd: 4b:eb)
< Internet Protocol Version 6, Src: fe8@::f8l6:3eff:fedd:9502 (feBO::fB816:3eff:fedd:95082), Dst: feB@::fB16:3eff:febd:4beb
P e11e ... . = version: 6
b0 1110 8008 ... ... L e
....... .... 000G 0OGO GOGG 0OGO 0000
Payload length: 84
Next header: UDP (17)

Traffic class: @x000000ed
Flowlabel: ©x00000000

Hop limit: 255 . ,
Source: fe8@::fB16:3eff:fedd:9502 (fed@::f816:3eff:fedd:9502) I Advertise message will be
Destination: feB®::f816:3eff:febd:4beb (fe8®::fB816:3eff:febd:4beb) unicasted from the server to the
[Destination GeoIP: Unknown] client using link-local address.

P User Datagram Protocol, Src Port: 547 (547), Dst Port: 546 (546)

= DHCPV6

Message type: Advertise (2)
Transaction I0- _GxhIZfI8f
v Server Identifier
option: Server Identifier (2)
Length: 10
Value: 80©30001081e14530200 ___, Advertise message includes the

DUID: ©e30881881e1453b260 e
DUID Type: link-layer address (3) Server Identifier

Hardware type: Ethernet (1)

Link-layer address: 00:1e:14:53:b2:00
= Client Identifier

Option: Client Identifier (1)

Length: 10

Value: 90038001fal63ed3atbe

DUID: ©0030001fal63ed3abbd

DUID Type: link-layer address (3)

Hardware type: Ethernet (1)

Link-layer address: fa:16:3e:d3:a6:b@®
P Identity Association for Non-temporary Address

6. The preceding screenshot shows the DHCPv6 advertise message from the server.
As can be noted, this message will be unicasted to the client requesting an
address. The advertise message carries a server identifier that uniquely identifies
the server from other available servers in the network..

7. The next step is to check whether the client is sending a DHCPv6 request
message. If the advertise message does not carry the client identifier (from the
solicit message), the client will ignore the message:
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P 8110 .... = Version: 6

P 1110 0808 ... ..ol i e e
Lo 00e0 EAEO AGEO GEOO 0600
Payload length: 98
Next header: UDP (17)
Hon 1imit 255

= Traffic class:
= Flowlabel: ©x88860000

0x000000e0

Destination: ff@2::1:2 (ff02::1:2)

Source: feB8@::7816:3eff:febd:4beb (feBO::T816:3eff: febd:4beb)

[Source GeolP: Unkﬁwu]
[Destination GeoIP: Unknown]

[~ DHCPvE
Message type: Request (3)
Transaction ID: @xb7ffbd
b Elapsed time

¥ Client Identifier

Option: Client Identifier (1)

Length: 1@

Value: 00030881Tal63ed3abhbd

DUID: ©0030001fal63ed3achbl

DUID Type: link-layer address (3)

Hardware type: Ethernet (1)

Link-layer address: fa:16:3e:d3:a6:b@
= Option Request

Option: Option Request (&)

Length: 4

Value: 001700818

Requested Option code: DNS recursive name server (23)

Requested Option code: Domain Search List (24)
= Server Identifier

Option: Server Identifier (2)

Length: 18

Value: 00030001001e1453b200

DUID: ©0@300010081e1453b200

DUID Type: link-layer address (3)

Hardware type: Ethernet (1)

Link-layer address: ©0:1e:14:53:b2:00

B Tdentity Association fTor Won-temporary AQdress

P User Datagram Protocol, Src Port: 546 (546), Dst Port: 547 (547)

P Ethernet IT, Src: fa:16:3e:bd:4b:eb (fa:16:3e:bd:4b:eb), Dst: IPvémcast_01:00:82 (33:33:00:01:008:02)
¥ Internet Protocol Version 6, Src: feB@::fB16:3eff:febd: 4beb (feBO::f816:3eff:febd:4beb), Dst: ffO2::1:2 (ff@2::1:2)

Request message is sent with
link local source address and
destinated to All-DHCP-Relay-
Address

, Request message carries both
Client and Server Identifier

8. If you see the request message, check whether the message is carrying the
relevant client and server identifiers. This message will be sent to the all-DHCP-
relay address and so it will be delivered to all servers in the network.
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9. The last message to check is the DHCPv6 reply message. The server, upon
receiving the DHCPv6 request message from the client, will assign an IPv6
address from the local pool. If there is more than one server in the network, the
server identifier will be used to identify which server will assign the address:

P Ethernet II, Src: fa:16:3e:dd:95:02 (fa:16:3e:dd:95:02), Dst: fa:16:3e:bd:4b:eb (fa:16:3e:bd:4b:eb)
< Internet Protocol Version 6, Src: feB0::f816:3eff:fedd:9502 (feBO::f816:3eff:fedd:9502), Dst: feBO::T816:
b 8110 .... = Version: &
b o.... 1110 eeee .... .... vt wvve ww.. = Traffic class: Gx000000e®
. 00Ee QOO0 0EO0 0OEO 0EEO = Flowlabel: @xGEEEEOOO
Payload length: 84
Next header: UDP (17)
Llimt Sa Reply message will be unicasted
Source: fed@®::f816:3eff:fedd: 9502 (feBO:.f816:3eff:fedd:9502) — » N
Destination: feB0::f816:3eff:febd:4beb (fe80::f816:3eff:febd: 4beb) from the serverto the C|Ieﬂt
‘ T using link-local address.
[Destination GeoIP: Unknown]
P User Datagram Protocol, Src Port: 547 (547), Dst Port: 546 (546)
= DHCPvE
Message type: Reply (7)
Transaction ID: @xb7ffbd
P Server Identifier
b Client Identifier
¥ Identity Association for Non-temporary Address
Option: Identity Association for Non-temporary Address (3)
Length: 40
Value: 000300010000aBcORO010e0OROB5001820010dbBO260BOGN. . .
IAID: 00030001
T1: 43200
12, 69120
< IA Address
Option: IA Address (5)
Length: 24
Value: 20010dbBA206OAOAadTBCOTTE0492ffafffffffffffffffy » Assigned Address
IPv6 address: 2001:db8:200:0:adf8:c97f:6049:2ffa (2001:db8:200:0:adf8:c97f:6049:2ffa)
Preferred lifetime: infinity
Preferred 1ifetime: infinity

10. As shown in the preceding screenshot, the DHCPv6 reply message is the actual
message that carries the IPv6 address. This message will be unicasted from the
server to the client.

How it works...

Consider the following diagram where a DHCPvV6 client that is enabled to receive an IPv6
address from DHCPv6 server will send a DHCPv6 solicit message:
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DHCPv6 Client DHCPvV6 Server
- i\
E E
".. ‘.“

DHCPv6 Solicit Message
o Client-ID = 1234
DHCPv6 Advertise Message
- Server-ID = 5678
DHCPv6 Request Message
o Server-ID=5678; Client-ID = 1234

DHCPv6 Reply Message
Server-ID=5678; Client-ID = 1234
‘ IPv6 Addr = 2001:xxxx:yyyy ‘

This message is a UDP packet with the destination port as 547. A DHCPv®6 solicit message
will be flooded to all-DHCPv6 multicast address ££02: : 1:2. The source address will be set
to the link-local IPv6 address of the client.

The DHCPvV6 server, upon receiving the solicit message, will send a DHCPv6 advertise
message. This message will be unicasted back to the link-local address of the DHCPv6
client. One or more DHCPv6 servers may be present in the network and all servers will be
sending DHCPv6 advertise messages. Each server will include its own server ID in the
advertise message.

The DHCPv6 client, upon receiving the advertise message will send a DHCPv6 request
message. This message will carry a server ID to identify the server from which it is
requesting the address assignment.

The DHCPvV6 server will assign an IPv6 address from the local pool and send a DHCPv6
reply message with the prefix and associated details, such as the lifetime of the prefix.
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The following are a few useful filters:

Filter Description Example
dhcpvé Filters all DHCPv6 packets dhcpvé
dhcpvb.msgtype ==<> Filters all DHCPv6 packets based on the message type dhcpv6.msgtype == solicit
dhcpv6.msgtype == advertise
dhcpvé.iaaddr.ip== <> Filters all DHCPv6 packets with the specific IA address dhcpvé.iaaddr.ip == <addr>

IPv6 neighbor discovery protocol operation

and analysis

When the Layer 3 network is IPv6 addressed, IPv6 Neighbor Discovery (ND) protocol is
used to resolve the MAC address associated to the IPv6 address. Unlike ARP, IPv6 ND uses
ICMPv6 for address resolution by defining different ICMPv6 packet types.

ICMPv6 neighbor solicitation is an ICMPv6 message type used by a resolving node to query
the link layer address for an IPv6 address. This is analogous to an ARP request for IPv4.
This message will be designated to the IPv6 solicited node multicast address as there is no
broadcast address in IPv6. The neighbor solicitation message format is as follows:

Type =135 Code=0

Checksum

Reserved

Target Address (8 Octets)

Options (Variable)

ICMPv6 neighbor advertisement is an ICMPv6 message type used by a responding node to
reply with the link layer address for the associated IPv6 address. This message is analogous
to an ARP reply for IPv4. This message will be unicasted to the resolving node.
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The neighbor advertisement message format is as follows:

Type = 136 | Code=0 ‘ Checksum
R | s |O ‘ Reserved

Target Address (8 Octets)

Options (Variable)

How to do it...

1. In the following diagram, assume PC1 (2001 :DB8: : 1) is trying to reach
PC2 (2001:DB8: :2):

IPv6: 2001:DB8::100
MAC: aaaa.bbbb.1010

IPv6: 2001:DB8::1 IPv6: 2001:DB8::2
MAC: aaaa.bbbb.1111 MAC: aaaa.bbbb.2222

IPv6 Topology

2. Trigger IPv6 ping probes from PC1 to PC2. This will trigger IPv6 ND neighbor
solicitation from PC1 to PC2.
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3. Check the local IPv6 neighbor table on PC1 to see whether the MAC address for
2001:DB8: : 2 is populated in the local table. Different vendors uses different
show commands to query the local table:

¢ In macOS, use ndp -na to list the IPv6 neighbor details.

e In Windows, use netsh interface ipv6 show neighbor.

4. If the MAC address for 2001 :DB8: : 2 is seen in PC1, it ensures that the IPv6
neighbor solicitation from PC1 is received by PC2 and replied with a neighbor
advertisement

CEO) X Wi Book-IPvBND.pcap [Wi 1.12.4 (v1.12.4-0-gbd861da from master-1.12)]
File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

AN XS ceswFLEREB QAaan §gEE% I

Filter: | v | Expression...

No. | Time ‘ Source | Destination | Protocol |Lenglh 1 Info
2 1.027868 fe8@::aBaa:bbff:febb:1111 ff02::1:ff00:2 ICMPVE 86 Neighbor Solicitation for 2861:db8::2 from aa:aa:bb:bb:11:11
3 2.119853 fedB::aBaa:bbff:febb:1111 ffB2::1:ff06:2 ICMPVE 86 Neighbor Solicitation for 2861:db8::2 from aa:aa:bb:bb:11:11
45.216827 fed@::aBaa:bbff:febb:1111 ff62::1:7fB0O:2 1CMPVE 86 Neighbor Solicitation for 2661:db8::2 from aa:aa:bb:bb:11:11

5. If you don't see the MAC address for 2001 :DB8: : 2 in PC1, connect Wireshark to
one of the free ports on switch and capture the packet (with port mirroring). It
will be useful to perform the capture on both the ingress and egress directions of
the ports connecting PC1 and PC2:

3

P Ethernet II, Src: aa:aa:bb:bb:11:11 (aa:aa:bb:bb:11:11), Dst: IPv6mcast_ff:00:00:02 (33:33:7f:00:00:02)

< Internet Protocol Version 6, Src: feB0::aBaa:bbff:febb:1111 (fe8@::aBaa:bbff:febb:1111), Dst: ffe2::1:ffe@@:2 (ffe2::1:ffe0:2)

P 8110 .... = Version: 6
b ..., 1118 ceee .... ... ... ... =Traffic class: @xB00006ed
o 0000 000e OGO QEEO 000@ = Flowlabel: OxEOQREEOEO
Payload length: 32
Next header: ICMPv6 (58)
Hop limit: 255
Source: feB8@::aBaa:bbff:febb:1111 (fe8@::aBaa:bbff:febb:1111)
Destination: ff@2::1:ff@0:2 (ffO2::1:ffEO:2)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]

+ Internet Control Message Protocol v6
Type: Neighbor Solicitation (135)
Code: ©
Checksum: 8x6172 [correct]
Reserved: 00000000
Target Address: 2001:db8::2 (2001:db8::2) » Target IPv6 Address

~ ICMPv6 Option (Source link-layer address : aa:aa:bb:bb:11:11)
Type: Source link-layer address (1)
Length: 1 (8 bytes)
Link-layer address: aa:aa:bb:bb:11:11 (aa:aa:bb:bb:11:11)

ND destinated to Solicited Node Multicast Address

ICMPVv6 Message
Neighbor Solicitation message

Local MAC Address
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6. Check whether the ICMPv6 neighbor solicitation message from PC1 is seen in the
capture. The preceding screenshot shows the message from PC1. The MAC
address of PC1 will be carried in the IPv6 options:

o If the ICMPv6 NS packet is seen in the capture on port connecting PC1
(ingress direction) but not in the capture on port connecting PC2
(egress direction), the switch might have dropped the packet.

o If the ICMPv6 NS packet is not seen in the capture on port connecting
PC1, check the physical cable connecting PC1 to the switch or the NIC
port of PC1.

e If the ICMPv6 NS packet is seen in both ingress and egress captures,
but there is no ICMPv6 NA, check PC2.

7. Similarly, check whether the ICMPv6 neighbor advertisement packet is seen in
the capture from PC2:

e If the IPv6 NA packet is seen in the capture on port connecting PC2
(ingress direction) but not in the capture on port connecting PC1
(egress direction), the switch might have dropped the reply packet.

o If the IPv6 NA packet is not seen in the capture on port connecting PC2
(ingress direction), check the physical cable connecting PC2 to Switch.

e If the IPv6 NA packet is seen in both captures on ports connecting PC1
and PC2, but there is yet no entry in the PC1 IPv6 neighbor table, check
PC1.

The following are a few useful filters:

Filter Description Example
icmpvb.type == <type> ICMPvV6 type based filter. Type 135 will filter all IPv6 icmpv6.type == 135
neighbor solicitation packets and type 136 will filter all icmpv6.type == 136
IPv6 neighbor advertisement packets
icmpv6.nd.ns.target_address == Filter the NS packet with target IPv6 address icmpv6.nd.ns.target_address
<ipv6_addr> ==2001:DB8::2
icmpv6.nd.ns.target_address == Filter the NA packet with target IPv6 address icmpv6.nd.na.target_address
<ipv6_addr> ==2001:db8::1
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IPv6 duplicate address detection

Duplicate addresses have always been a challenge in IPv4 networks. There is no inbuilt
duplicate address detection mechanism with IPv4, which causes issues in the production
network. Considering these challenges, IPv6 is designed with an inbuilt Duplicate Address
Detection (DAD) mechanism.

How it works...

When a host is configured with an IPv6 address using a static or other dynamic mechanism
(like SLAAC or DHCPv®6), the host will send an ICMPv6 NS message to the new IPv6
address before assigning the address to the interface. If the address that is being validated
for DAD is the only IPv6 address available for the host, the NS message will be sent with an
all-zero IPv6 address, as shown in the following screenshot:

P Ethernet II, Src: fa:16:3e:bd:4b:eb (fa:16:3e:bd:4b:eb), Dst: IPvemcast_ff:49:2f:fa (33:33:ff:49:2f:fa)

[ Internet Protocol Version 6, Src: :: (::). Dst: T7f@2:.:1:Tf49:2f7fa (ff02::1:7T49:27fa)
P ®118 .... = Version: 6
P, 1116 @880 . ... Traffic class: Gx00Q0EQed

o . DEE6 PEER AEEE GEBE AEAG Flowlabel: 0x0OEEEBEEO
Payload length: 32
Next header: ICMPvE (58)
Hop 1imit: 255
Source: :: {(:1!)
Destination: ff@2::1:7f49:2Ffa (ff@2::1:fT45:27fa)
[Source GeeolP. Unknown]
[Destination GeoIP: Unknown]
[ Internet Control Message Protocol vé
Type: Neighbor Solicitation (135)
Code: @
Checksum: @x82ec [correct]
Reserved: 00020080
Target Address: 2001:db&:200:0:adf8:c9/7f:6049:2ffa (2001:db8: 2000 adf8:c977:6049:2ffa)
=~ ICMPvG Option (Nonce)
Type: Nonce (14)
Length: 1 (8 bytes)
Wonce: 798925f7e279

As mentioned in the ND section, an NS message will be sent to the solicited node multicast
address. If it gets a response from any node, the host will detect the presence of another
host with the same address and so it will not assign this duplicate address. If it does not
receive any NA from any host, it is safe to assign and use the IPv6 address.
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Transport Layer Protocol
Analysis

In this chapter, you will learn about:

e UDP principle of operation

e UDP protocol analysis and troubleshooting

e TCP principle of operation

e Troubleshooting TCP connectivity problems

¢ Troubleshooting TCP retransmission issues

e TCP sliding window mechanism

e TCP enhancements — selective ACK and timestamps
e Troubleshooting TCP throughput

Introduction

In this chapter, we will primarily focus on the transport layer of the OSI reference model
and learn how to analyze various layer 4 protocol (TCP/UDP/SCTP) operations. The
transport layer protocol is a host-to-host communication protocol that is responsible for
data exchange between end applications running on different hosts. The User Datagram
Protocol (UDP) is a simple connectionless protocol that simply delivers the datagram to the
intended recipient without any reliability mechanism. On the other hand, Transport
Control Protocol (TCP) is a connection-oriented protocol and its primary purpose is to
provide reliable, congestion-aware data delivery between end applications.
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More than 80% of the total internet traffic leverages TCP as the transport layer protocol.
Any end application that is sensitive to packet loss requires reliability and such applications
use TCP as the transport layer protocol. For example, a web server using HTTP uses TCP
port 80. While TCP provides reliability, it requires retransmission of the lost data; that may
introduce jitter and delay. Some end applications such as voice/video over IP are less
sensitive to packet loss but more sensitive to jitter/delay. Such applications use UDP instead
TCP as the transport layer protocol.

In this chapter, we will discuss the basic principles of different transport layer protocols,
commonly faced issues, and the use of Wireshark to analyze and troubleshoot the protocol.

UDP principle of operation

UDP is a lightweight transport layer protocol that works on a best effort basis. UDP is a
good choice of transport layer protocol for end applications that can tolerate packet loss or
if the reliability can be taken care of at the application layer. For example, Trivial File
Transfer Protocol (TFTP), which is a simple file transfer protocol, leverages UDP as the
transport layer protocol. TFTP sends acknowledgement for each block of datagrams
received at the application layer. So, even though UDP does not have an inbuilt reliability
mechanism, such applications can still use UDP as the transport layer protocol.

The protocol field of the IP header will be set to 17 for UDP. The format of the UDP header
is as follows:

Source Port Destination Port

Length Checksum

Figure 11.1: UDP header format

The host that originates the UDP stream will use any local unused port from range 1024 to
65535. The destination port will be used to identify the end application within the
destination host. The destination port usually be from the well-known range 1 to 1023.
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This table lists some of the well-known UDP application ports:

Application UDP Port

Domain Name System 53
BOOTP Server 67
BOOTP Client 68

Table 11.2: Well-known UDP applications

Here is a sample Wireshark capture of a UDP packet:

» Frame 14: 331 bytes on wire (2648 bits), 331 bytes captured (2648 bits)
» Ethernet II, Src: aa:bb:cc:@3:13:30 (aa:bb:cc:03:f3:3@), Dst: Broadcast (ff:ff:ff:ff:ff:ff)
v Internet Protocol Version 4, Src: 0.0.0.0, Dst: 255.255.255.255
9100 .... = Version: 4
«+.. 0101 = Header Length: 20 bytes (5)
» Differentiated Services Field: ©@x@@ (DSCP: CS®, ECN: Not-ECT)
Total Length: 317
Identification: @xle26 (7718)
» Flags: ©0x0@
Fragment offset: @
Time to live: 255
Protocol: UDP (17) |
Header checksum: ®x9c8a [validation disabled]
[Header checksum status: Unverified]
Source: 9.0.0.90
[Source GeoIP: Unknown]
— [(Doctination GoolP: llokoownl
v User Datagram Protocol, Src Port: 68, Dst Port: 67
Source Port: 68
Destination Port: 67
Length: 297
Checksum: @xf189 [unverified]
[Checksum Status: Unverified]
[Stream index: 2]
» Bootstrap Protocol (Discover)

Figure 11.3: UDP packet Wireshark capture
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UDP protocol analysis and troubleshooting

While most of the applications using UDP are tolerant to packet loss, a substantial packet
loss for any UDP stream may result in a very frustrating end user experience. In this
section, we will discuss some of the common causes for UDP stream failure and how
Wireshark can be used to analyze and troubleshoot such failures.

Getting ready

When the UDP stream is not functioning properly, the very first step is to ensure that the
network connectivity to the remote host is working fine. This is verified by using a utility
tool such as Ping or Traceroute. Troubleshooting of any failure in network connectivity can
be performed as defined in chapter 10, Network Layer Protocols and Operations. If the
network connectivity is fine, we do the following procedure.

How to do it...

R1 R2 R3
] T 104121 10.1.12. EEE 16 4 93 9 =T
Et\_: / U u 10.1.23.~ _ 55\2 /
s A
PC1 PC3
10.1.100.101/24 10.1.200.101/24

Figure 11.4: UDP topology

In the preceding diagram, the end application using the UDP stream between PC1
(10.1.100.101)and PC3 (10.1.200.101) is not functioning properly:

1. Ensure that the UDP ports are allowed on Firewalls or other security settings. A
firewall in the transit path or on the endpoint that is not allowing the UDP port
may drop the packets.

2. Get the UDP destination port to which PC1 is sending the data and check
whether the relevant UDP port is opened on PC3 to receive data. This can be
done by checking the process on PC3 or by performing a port scan.

[335]




Transport Layer Protocol Analysis Chapter 11

3. When PC3 can be accessed, netstat can be used on the host directly and can
check whether the destination port is opened.

4. When PC3 cannot be accessed, the port scanning mechanism can be used to do
the check. There are various port scanning tools available that can be used for this
purpose. If the port is not opened on PC3, it will drop the packet and send an
ICMP error message (Destination Port Unreachable).

5. If the port is opened, the next step is to perform Wireshark capture and packet
analysis. Since UDP is connection-less, it is recommended to simultaneously
capture the packet as close as possible to both the endpoints.

» Frame 7: 94 bytes on wire (752 bits), 94 bytes captured (752 bits)
v Ethernet II, Src: fa:16:3e:65:5f:0e (fa:16:3e:65:5f:0e), Dst: fa:16:3e:0f:88:52 (fa:16:3e:07:88:52)
v Destination: fa:16:3e:0f:88:52 (fa:16:3e:07:88:52)
Address: fa:16:3e:0f:88:52 (fa:16:3e:0f:88:52)
.. wvli iid wiee wees wae. = LG bit: Locally administered address (this is NOT the factory default)
....... @ covv suss waes sae. = IG bit: Individual address (unicast)
v Source: fa:16:3e:65:5f:0e (fa:16:3e:65:57:0e)
Address: fa:16:3e:65:5f:0e (fa:16:3e:65:5f:0e)
wvls et wies wees 2a2.. = LG bit: Locally administered address (this is NOT the factory default)
....... @ tuvv vues waws wawe. = IG bit: Individual address (unicast)
Type: IPv4 (0x0800)
» Internet Protocol Version 4, Src: 10.1.12.1, Dst: 10.1.3.3
v User Datagram Protocol, Src Port: 50238, Dst Port: 1967
Source Port: 50238
Destination Port: 1967
Length: 60
I- Checksum: ©x8378 [correct]l
[Checksum Status: Good]
[Stream index: 2]
» Data (52 bytes)

Figure 11.5 UDP checksum

In the preceding screenshot, check whether the UDP checksum is right. If the checksum is
not verified, the destination host will drop the packet. Since UDP is connection-less, there
will not be any error message or acknowledgment sent about the checksum error. By
default, Wireshark may not validate the checksum in the capture. This needs to be enabled
in the tool as follows:

1. Go to Edit and click on Preference.
2. Click on Protocols and then select UDP.
3. Set Validate the UDP checksum if possible.
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4. If the UDP checksum is fine, compare the UDP streams from both the captures to
ensure that the packets are making it towards the destination:

M udp.stream eq 2 EAEY -] Expression.. +

No. Time Source Destination Protocol Length Info

r 7 09.999172 10.1.12.1 10.1.3.3 ubP 94 50238 - 1967 Len=.
8 1.eee4e5 10.1.3.3 10.1.12.1 ubpP 66 1967 - 50238 Len=.

v Destination: fa:16:3e:@f:88:52 (fa:16:3e:07:88:52)
Address: fa:16:3e:0f:88:52 (fa:16:3e:07:88:52)
wess sali wees wees sees wse. = LG bit: Locally administered address (this is NOT the factory default)
....... @ .iev wusr sees wee. = IG bit: Individual address (unicast)
v Source: fa:16:3e:65:5f:0e (fa:16:3e:65:57:0e)
Address: fa:16:3e:65:5f:0e (fa:16:3e:65:5f:0¢e)
wevs sedli wees wees wees wees = LG bit: Locally administered address (this is NOT the factory default)
....... ® sevi suss ssss sea. = IG bit: Individual address (unicast)
Type: IPv4 (8x2800)
» Internet Protocol Version 4, Src: 10.1.12.1, Dst: 10.1.3.3
v User Datagram Protocol, Src Port: 50238, Dst Port: 1967
Source Port: 50238
Destination Port: 1967
Length: 60
» Checksum: @x@378 [correct]

I [Stream index: 2] I

Figure 11.6: UDP Stream index

5. Wireshark allows us to follow a specific UDP stream that can be used to compare
between captures. Each capture will have a UDP stream index number, as shown
in the preceding screenshot. This can be applied as a filter to follow the UDP
stream. It basically lists all the packets with the same source/destination IP and
source/destination UDP ports in the received order.

6. If there are no issues observed in the capture compared, it could be an issue in the
host stack.
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The following are a few useful UDP filters:

Filter Description Example

udp Filters all UDP packets udp
udp.streameq <> Filters all UDP packet matching the stram index udp.streameq 2

udp.port==<> Filters all UDP port matching the value in source udp.port== 65000
or destination port field
udp.srcport == <> Filters all UDP port matching the value in source udp.srcport == 65000
port field

udp.dstport== <> Filters all UDP port matching the value in udp.dstport == 65000

destination port field

TCP principle of operation

TCP is a highly reliable transport layer protocol used for connection-oriented host-to-host
communication. End applications that are very sensitive to data loss can leverage TCP as
the transport layer protocol. Majority of the internet traffic is dominated by TCP. It is
extensively used by many applications, including email, peer-to-peer file sharing, and the
famous WWW applications. TCP receives data from the application layer and segments it
into data units, which will be encapsulated with the TCP header. The protocol data unit
with the TCP header encapsulated is known as a segments. As mentioned earlier, TCP is
connection oriented so that a connection will be established between the endpoints using a
three-way handshake. Reliability is achieved by acknowledging the recipient of each
segments and any missing segment will be retransmitted.
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The protocol field of the IP header will be set to 6 for TCP. The format of the TCP header is
as follows:

Source Port Destination Port

Sequence Number

Acknowledgement Number

Offset Resv |C|E|U|A|P|R|S|F Window

Checksum Urgent Pointer

TCP Options (Optional)

Figure 11.7: TCP header format

While comparing to UDP header which is a fixed 8 byte header, TCP is of 20 bytes in size.
The size may vary depending on the presence of TCP options. The Sequence Number and
Acknowledgement Number play a key role in providing reliability to end application data
transmission. More details are covered in the forthcoming recipe sections.

The following table lists some of the well-known UDP application ports:

Application TCP Port

WWW/HTTP 80
Simple Mail Transfer Protocol(SMTP) 25
Secure Shell (SSH) 22

Table 11.8: Well-known UDP applications
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The following is a sample Wireshark capture of a TCP packet:

» Frame 2: 58 bytes on wire (464 bits), 58 bytes captured (464 bits)
» Ethernet II, Src: fa:16:3e:6e:ee:87 (fa:16:3e:6e:ee:87), Dst: fa:16:3e:d6:12:52 (fa:16:3e:d6:12:52)
¥ Internet Protocol Version 4, Src: 10.0.128.1, Dst: 10.1.3.3
9100 .... = Version: 4
++.. 0101 = Header Length: 2@ bytes (5)
p Differentiated Services Field: @xc@® (DSCP: CS6, ECN: Not—ECT)
Total Length: 44
Identification: @x2f77 (12151)
> Flags: 0x00
Fragment offset: @
ne 0 H 4
Header checksum: ©xT158f [correct]
[Header checksum status: Good]
[Calculated Checksum: @xf58f]
Source: 10.0.128.1
Destination: 10.1.3.3
[Source GeoIP: Unknownl

> 1
" Transmission Control Protocol, Src Port: 31245, Dst Port: 23, Seq: @, Len: @
Source Port: 31245
Destination Port: 23
[Stream index: @]
[TCP Segment Len: @]

Sequence number: @ (relative sequence number)
Acknowledgment number: @
2110 .... = Header Length: 24 bytes (6)
v Flags: @x002 (SYN)
@00. .... .... = Reserved: Not set
++@ .... ... = Nonce: Not set
vave @uv wuww = Congestion Window Reduced (CWR): Not set
vavs +@.. ..., = ECN-Echo: Not set
sves 20@. ... = Urgent: Not set
vers +0:@ ..., = Acknowledgment: Not set
vee sses @... = Push: Not set
viee 2aee 0., = Reset: Not set
P eiis wsu. ..1. = Syn: Set
tiee 2eee 2..0 = Fin: Not set
[TCP Flags: «++++r=--- S-]

Window size value: 4128

[Calculated window size: 4128]

Checksum: @xbf83 [unverified]

[Checksum Status: Unverified]

Urgent pointer: @
» Options: (4 bytes), Maximum segment size
»  [Timestamps]

Figure 11.9: TCP packet capture
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Troubleshooting TCP connectivity problems

When two TCP processes wish to communicate, they open the connection, send the data,
and then close the connection. This happens when you open a browser to the internet and
connect from your mail client to the mail server, or with Telnet to your router or any other
application that works over TCP.

When TCP opens the connection, it sends a request for open connection from the source
port to the destination port. Some problems can occur during the establishment or closing
of the application. Using Wireshark to locate and solve these problems is the goal of this
recipe.

Getting ready

If you experience one of the following problems, use Wireshark in order to find out what
the reason for it is. These problems can be of many types, which are as follows:

* You try to run an application and it does not work. You try to browse the internet
and you don't get any response.

* You try to use your mail but you don't get a connection to the mail server.

e Problems can be due to simple reasons, such as the server is down, the
application is not running on the server, or the network is down somewhere on
the way to the server.

¢ Problems can also be due to more complicated reasons, such as DNS problems,
insufficient memory on the server that does not enable you to connect (due to
high memory consumption by an application, for example), duplicate IPs, and
many others.

In this recipe, we focus on these GO/NO-GO problems; they are usually quite easy to solve.

How to do it...

Here, you will learn some indicators and what you can see when you use Wireshark for
debugging TCP connectivity problems. Usually, these problems result in you trying to run
an application and getting no results.
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When you try to run an application (for example, a database client, a mail client, watching
cameras servers, and so on) and don't get any output, follow these steps:

1. Verify that the server and applications are running.
2. Verify that your client is running, you have an IP address configured (manually
or by DHCP), and that you are connected to the network.
3. Ping the server and verify that you have connectivity to it.
4. In the capture file, look for one of the following patterns:
e Triple SYN messages with no response
¢ SYN messages with a reset (RST) response

In both cases, it could be that a firewall is blocking the specific application or the application
is not running.

In the following screenshot, we see a simple case in which we simply don't get access to
web server 81.218.31.171 (packets 61, 62, and 63). It can be because it is not permitted
by a firewall, or simply because there is a problem with the server. We can also see that we
have a connection to another website (108.160.163.43; packets 65, 66, and 67), so the
connection problem is only with 81.218.31.171.

Connection not opened
to 81.218.31.171

b0 4.994/51000 10.0.0.138 10.0 (SYN/ SYN / SYN) P andaed oiae asponse Uxbd3¥ PT
61 5.088214000 10.0.0.3 81.218.31.171 62 51910 > http [SYN]| Seq=0 win=8192
62 5.090244000 10.0.0.3 §81.218.31.171 ™ 62 51909 > http [SYN]| Seq=0 Win=8192
63 5.178158000 10.0.0.3 81.218.31.171 62 51912 > http [SYN]| Seq=0 win=8192
64 6.247500000 10.0.0.3 173.194.78.125 e AR L s M1 Seq=0 wi
65 6.449442000 10.0.0.3 108.160.163.43 66 51921 > http [SYN] Seq=( win=8192
66 6.480809000 108.160.163.43 10.0.0.3 66 http > 51921 [SYN, ACK] [seq=0 Ack=
67 6.480936000 10.0.0.3 108.160.163.43 54 51921 > http [AcK] Seq=1 Ack=1 win
68 6.481512000 10.0.0.3 108.160.163.43 3 T Trt=340855826&

69 6.512241000 108.160.163.43 10.0.Q
706.512988000 108.160.163.43 10.0.(

54 http > 51921 [ACK] Seq=l Ack=290 W
443 HTTP/1.1 200 OK (text/html)
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In the next illustration, we see a slightly more complex case of the same situation. In this
case, we've had a cameras server that the customer wanted to log in to and watched the
cameras on a remote site. The camera's server had the IP address 135.82.12.1 and the
problem was that the customer was able to get the main web page of the server with the
login window but couldn't log in to the system. In the following screenshot, we can see that
we open a connection to the IP address 135.82.12. 1. We can see that a TCP connection is
opened to the HTTP server, and at first, it looks as if there are no connectivity problems:

Time Source Destination Protocol
2113 17.665372 10.0.0.3 135.82.12.1 TCP
2120 17.746627 135.82.12.1 10.0.0.3 TCP
2121 17.746693 10.0.0.3 135.82.12.1 TCP

212217.747085  10.0.0.3 _  135.82.12.1

2130 17.862143 135.82.12.1 10.0.0.3—— y
2189 18.736301  135.82.12.1 10.0, 0/ Connectionopenedto
2191 18.767301 135.82.12.1 10.0.0 | 'PAddres: 135.82.12.1

TCF Port 80 (http)

Filtdy:  ip.addr==135.82121 B Expressior... Clear Apply Save

Len Info

66 62423 > http [SYN] Seq=0 Win=8:

316 GET / HTTP/1.1 .

66 http > 62423 [SYN, ACK] Seq=0 ,
54 62423 > http [AcK] seq=1 Ack=1

54 http > 62423 [ACK] 5eq-1 “Ack=2I
145 [TCcP segment of a reassembled |
1466 [TCP seqment of a reassembled |

The problems arise when we filter all traffic to IP address 135.82.12.1, that is, the

cameras server.

Here, we can see that when we try to connect to TCP port 6036, we get an RST/ACK

response, which can be for the following reasons:

e A firewall that blocks port 6036 (that was the

case here)

e When the port address translation (PAT) is configured and we translate only

port 80 and not 6036

¢ The authentication of the username and password were done on TCP port 6036,
the firewall allowed only port 80, the authentication was blocked, and the

application didn't work

No. Time Source Destination Protocol Length Info B R
2620 36.423135 10.0.0.3 135.82.12.1 TCP 54 62438 > http [Ack] Seq=915
2 10.0.0.3 135.82.12.1 TCP 66 62442 > 6036 [SYN] Seq=0 wi
| Connection Trials to 135.82.12.1 10.0.0.3 TCP 54 6036 > 6’442 [RST ACK] Set
3y TCP port 6036: ! e80: :cUB/7 :2¢c23: ~FT02 ¢ 5B 0% M-SEAR T

I Sl 10.0.0. 194.90.1 ICMP 4 Echo p1ng request 1d=0x
i RST/ACK response 194 90 1.5 10.0.0.3 1CMP ha (ping id=0x
626 9128 10.0.0.3 135.82.12.1 TCP 62 62442 > 6036 [svll] Seq=0 W]
2627 37.369547 135.82.12.1 10.0.0.3 TCP 54 6036 > 62442 [RST, ACK] Se¢
2628 38.023274 T 9397 (WP 7A Fcho (pingl request 1d=0x(

To summarize, when you don't have connectivity to a server, check the server and the client
to see whether all TCP/UDP ports are forwarded throughout the network and whether you

have any ports that you don't know about.
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In some cases, when you install new applications in your network, it is
good to connect Wireshark on the client and the server and check what is
actually running between them. The software house will not always tell
you what they are actually transferring over the network (sometimes this
is because they are not aware of it!) and firewalls can block information
that you are not aware of.

How it works...

Starting a TCP connection, as seen in the following illustration:

Source

10.0.0.7
88.221.152.170
10.0.0.7
10.0.0.7
88.221.152.170
88.221.152.170
88.221.152.170
88.221.152.170
10.0.0.7

In TCP header:

SYN/ACK — TCP flags
SEQ- Sequence number
ACK - Acknowledge number
WS — TCP Window Size

Destination
88.221.152.170
10.0.0.7
88.221.152.170
88.221.152.170

Client:
10.0.0.7

Protocol Length  Infi

Server:

SYN, SEQ=0, Ws=g1q, 88.221.152.170

1, W5=14600

GYN/ACK, SEQ=0/ACK=

In TCP Header Options:
MSS — Maximum Segment Size
WS — Window Size [Factor)

“L/ACK=1, ws.
66792 SACK_PERM - Selective ACK Permitted

o
66 63535 > http

TCP

TCP 66  http > 63535 PERM=1 WS=2
TCP 54 63535 > http

HTTP 911 GET /web/offers/'lmages/home/f CIN.jpg HTTP/1.1

TCP 54 http > 63535 [ACK] Seq=1 Ack=858 Win=16314 Len=0

TCP 1506 [TCP segment of a reassembled PDU]

TCP 1506 [TcP segment of a reassembled PDU]

TCP 1506 [TcP segment of a reassembled PDU]

TCP_ 54 63535 > http [ACK] Seq=858 Ack=4357 Win=66792 Len=0

It happens in three steps:

1. The TCP process on the client side sends an SYN packet. This is a packet with the
SYN flag set to 1. In this packet, the client:
e Specifies its initial sequence number. This is the number of the first
byte that the client sends to the server.

e Specifies its window size. This is the buffer the clients allocate to the
process (the place in the client's RAM).

e Sets the options that will be used by it: MSS, Selective ACK, and so on.
2. When the server receives the request to establish a connection, the server:

¢ Sends an SYN/ACK packet to the client, confirming the acceptance of
the SYN request.

e Specifies the server's initial sequence number. This is the number of the
first byte that the server sends to the client.
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e Specifies the server's window size. This is the buffer size that the server
allocates to the process (the place in the server's RAM).

¢ Responds to the options requested and sets the options on the server
side.

2. When receiving the server's SYN/ACK, the client:
¢ Sends an ACK packet to the server, confirming the acceptance of the
SYN/ACK packet from the server.

¢ Specifies the client's window size. This is the buffer size that the client
allocates to the process. Although this parameter was defined in the
first packet (the SYN packet), the server will refer to this one since it is
the latest window size received by the server.

In the options field of the TCP header, we have the following main options:

e Maximum segment size (MSS): This is the maximum size of the TCP datagram,
that is, the number of bytes from the beginning of the TCP header to the end of
the entire packet.

e Windows size (WSopt): This factor is multiplied with the window size field in
the TCP header to notify the receiver on a larger size buffer. Since the maximum
window size in the header is 64 KB, a factor of 4 gives us 64 KB multiplied by 4,
that is, a 256 KB window size.

e SACK: Selective ACK is an option that enables the two parties of a connection to
acknowledge specific packets, so when a single packet is lost, only this packet
will be sent again. Both parties of the connection have to agree on SACK in the
connection establishment.

e Timestamps options (TSopt): This parameter was explained earlier in this
chapter, and refers to measurement of the delay between the client and the
server.

By this stage, both sides:

e Agree to establish a connection
¢ Know the other side's initial sequence number
e Know the other side's window size

Anything but a full three-way handshake while establishing a connection
should be considered as a problem. This includes SYN without a response,
SYN and then SYN/ACK and no last ACK, SYN which is answered with a
reset (RST flag equal to 1), and so on.

[345]



Transport Layer Protocol Analysis

Chapter 11

Wireshark allows the user to view the complete flow in a pictorial representation of the TCP
segment exchanges. A sample is as follows:

10.0.0.9

Time 10.0.0.1 Comment

2.428838 44913 E“m 22 [SYN) Seq=0 Win=28200 Len=0., 5, TCP: 44913 = 22 [SYN] Seq=0 Win=29200 Len...
2.430964 44913 WMM 22 TCP: 22 = 44913 [SYN, ACK] Seq=0 Ack=1 Win...
2.432362 aagrs 24913~ 22 [ACK) Seq=1 Ack=1Win=20248 Ly ,, TCP: 44913 = 22 (ACK] Seq=1 Ack=1 Win=292..
2.432744 e (R e SR e AT L oy SSHv2: Client: Protocol (SSH-2.0-0penSSH_6.6...
2.434569 44913 [EER A v e S AT 22 TCP: 22 ~+ 44913 [ACK] Seq=1 Ack=44 Win=29...
2.442603 4ag13 Rerver: Protocol (SSH-2.0-OpenSSH.6.6.1p1 U 55 SSHv2: Server: Protocol (SSH-2.0-OpenSSH_6...
2.443392 44913 B2 44813 [ACK) Seq=44 Ack=44 Win=291B.., ,, TCP: 22 = 44913 [ACK] Seq=44 Ack=44 Win=2...
2.533871 4qgia L84913 ~* 22 [ACK] Seq=44 Ack=44 Win=292., ,, TCP: 44913 = 22 [ACK] Seq=44 Ack=44 Win=2...
2538082 JR45 Ea iA=L AL v n e A R AN i 2 ) TCP: 44913 = 22 [ACK] Seq=44 Ack=1492 Win...
2.543996 (R4 1 M= K] A ey A Ak A S A T S TCP: 44913 -+ 22 [ACK] Seq=44 Ack=1492 Win..
2.664075 44913 ST U 22 SSHv2: Client: Key Exchange Init
2.666073 44913 Eataa i g it 22 SSHV2: Server: Key Exchange Init

2.732973 2 TCP: [TCP Retransmission) 44913 = 22 [PSH, A...

2734111 TCP: 22 = 44913 [ACK] Seq=1682 Ack=1492 W...
2.780015 013 TGP: (TGP Spurious Retransmisslon] 44913 = 2..
2.787066 44913 §2 = 44915 [ACK) Seq 2o TEP: 22 = 44913 (ACK] Seq=1692 Ack=2012 W...

2.912079 asaea 144913 4 22 [ACK] Seq=2012 ACK=1692 Win=.,| TCP: 44913 ~+ 22 [ACK] Seq=2012 Ack=1692 W...

In order to view the TCP flow in the preceding format, click one of the packets that belong
to the TCP flow and perform the following:

1. Go to Statistics
2. Click on Flow Graph

There's more...

Some rules of thumb are as follows:

e In case an SYN packet is answered with RST, look for the firewall that blocks the
port numbers.

e Triple SYN without any answer occurs either due to an application that didn't
respond, or a firewall that blocks the request on a specific port.

¢ Always verify that you have Network Address Translation (NAT), port
forwarding, and mechanisms that play with TCP or UDP ports. These
mechanisms can interfere with the standard operation of TCP.
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When the TCP endpoints establish a new TCP connection, the sequence number in the SYN
packet will start with an arbitrary number and will be sequentially incremented by 1 for
every 1 byte. For ease of analysis, Wireshark replaces the sequence number with a relative
sequence number in such a way that the SYN packet will start with a sequence number of 0
and increment sequentially.

Frame 2: 58 bytes on wire (464 bits), 58 bytes captured (464 bits)
Ethernet II, Src: fa:16:3e:6e:ee:87 (fa:16:3e:6e:ee:87), Dst: fa:16:3e:d6:12:52 (fa:16:3e:d6:12:52)
Internet Protocol Version 4, Src: 10.0.128.1, Dst: 10.1.3.3
Transmission Control Protocol, Src Port: 31245, Dst Port: 23, Seq: 0, Len: @
Source Port: 31245
Destination Port: 23
[Stream index: @]

cnt_len: 8] - Relative Sequence number set
Sequence number: @ (relative sequence number)l — to 0
cknowledgment number: @

0110 .... = Header Length: 24 bytes (6)
[Flogs: 0082 (5]

Window size value: 4128

[Calculated window size: 4128]

Checksum: 0xbf83 [unverified]

[Checksum Status: Unverified]

Urgent pointer: @
» Options: (4 bytes), Maximum segment size
» [Timestamps]

«vvy

In the preceding screenshot, it can be observed that the sequence number is set to 0 and
marked as (relative sequence number). This is not the real sequence number exchanged by
the TCP endpoints. The original sequence number can be retained by disabling the Relative
Sequence number option in Protocol Preferences.

e e M Wireshark - Preferences
STANAG 506... .
Transmission Control Protocol
StarTeam
STP Show TCP summary in protocol tree
STT Validate the TCP checksum if possible
STUN Allow subdissector to reassemble TCP streams
gsA Analyze TCP sequence numbers
SYNG Relative sequence numbers I — Disable this option
SYNCHROPH... Scaling factor to use when not available from capture 0 (no scaling)
Synergy
Syslog Track number of bytes in flight
T.38 Calculate conversation timestamps
TACACS Try heuristic sub-dissectors first
TACACS+ Ignore TCP Timestamps in summary
$::;L Do not call subdi s for error
TCAP TCP Experimental Options with a Magic Number
TCcP Display process information via IPFIX
TCPENCAP TCP UDP port 0
TCPROS
TDMoE
Help Cancel | OK ]
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Follow these steps to disable the option:

1. Go to Preference
2. Click on Protocols and then select TCP
3. Disable relative sequence numbers

Troubleshooting TCP retransmission issues

When TCP sends a packet or a group of packets (refer to the How it works... section at the
end of this recipe), it waits for an acknowledgment to confirm the acceptance of these
packets. Retransmissions obviously happen due to a packet that has not arrived, or an
acknowledgment that has not arrived on time. There can be various reasons for this, and
finding the correct reason is the goal of this recipe.

Getting ready

When you see that the network becomes slow, one of the reasons for this can be
retransmissions. Connect Wireshark in the port mirror to the suspicious client or server, and
watch the results.

In this recipe, we will see some common problems that we may encounter with Wireshark
and what they indicate.

How to do it...
Let's get started:

Start capturing data on the relevant interface.
Go to the Analyze | Expert Info menu.
Under Notes, look for Retransmissions.

= LN =

You can click on the (+) sign and a list of retransmissions will open. A single
mouse click on every line will bring you the retransmission in the packet capture
pane.

5. Now comes the important question: how do you locate the problem?
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When you capture packets over a communication line, server interface,
link to the internet, or any other line, you can have traffic from many IP
addresses, many applications, and even specific procedures on every
application. An example is accessing a specific table in a database
application. The important thing here is to locate the TCP connections on
which the retransmissions happen.

You can see where the retransmissions come from in these ways:

e Moving packet by packet in the Expert Info window and finding out for which
packets it takes you into the packet capture pane (good for experienced users)

¢ In the packet pane, you can configure the display filter expert .message ==
"Retransmission (suspected)", and you will get all retransmissions in the
capture file

e Applying the filter and then checking the Limit to display filter section in the
bottom-right corner of the window in the Statistics a Conversations window

Case 1 —retransmissions to many destinations

In the following screenshot, you can see that we've got many retransmissions spread
between many servers, with destination ports 80 (HTTP). What we can also see from here is
that the 10.0.0.5 port sends the retransmission; so packets were lost on the way to the
internet, or an acknowledgement was not sent back on time from the web servers.

Retransmissions

Various destination e
addresses

Length _Info

All retransmissions
to port 80 (HTTF)
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Well, obviously something is wrong on the line to the internet. How can we know what it
is?

1. From the Statistics menu, open IO Graph.

2. In this case (case 1), we can see that the line is nearly empty. It is probably an
error or another loaded line on the way to the internet.

3. You can check the packet losses and errors that cause them by logging in to the

communications equipment or by any SNMP browser (when the SNMP agent is
configured on the equipment). Check out the following screenshot for reference:

180s

«

Graphs

[Graphl] Color [Filter:l Style: Line
[Graph 2] Color [Fj_ﬂer:l Style: Line
[Graph 3] [Fiﬂer:] Style: Line

| Graph 4| Color [ Filter:| Style: Line

[Graph 5] olor [Filter:] Style: Line

Smooth: .No filter El

l_ Help | Copy Save Close |
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Case 2 - retransmissions on a single connection

If all retransmissions are on a single IP, with a single TCP port number, it will be a slow
application. We can see this in the following screenshot:

Afer: | expert.message == "Retransmission (suspected)” Z| Expression... All retransmissions
Destination between 10.90.30.12

B and 10.1.1.200

For retransmissions on a single connection, perform the following steps:

1. We can also verify this by opening Conversations from the Statistics menu and
selecting the Limit to display filter checkbox. We will get all the conversations
that have retransmissions, in this case, a single conversation.

2. By choosing the IPv4:1 tab as shown in the following screenshot, we will see from
which IP addresses we get the retransmissions:

@ Conversations: Snif3 --- 10-11-2003 --- 1706.cap ey o[ E)
Ethernet: 1 | Fibre Channel | FDO}| 1Pvd:1 | JPué | IPX l JA i.—'-l NCP [ RSVP | SCTP | TCP:6| Token 5'.‘ng| upp | EI WLAN
IPv4 Conversations - Filter: expert.message == "Retransmission (suspected)”
Address A 4 Address B 4|Packets 4 Bytes ¢ Packets A~B 4 Bytes A—B 4 Packets A—B 4 Bytes A—B 4 RelStart < Duration 4
1011.200 10903012 217 270512 10 1362 207 269150 0.962677000  88.6572
Only retransmissions will be
All retransmissions presenter, as we configured
between these IP = in the display filter n
addresses "
Name resolution ¥| Limit to display filter
—
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3. By choosing the TCP:6 tab as shown in the following screenshot, we will see from
which port numbers (or applications) we get the retransmissions:

e =

| Ethemet:1 [ Fibre Channel [ Fop1 | Pwa: 1 [ 1pvs | 1px [ s nce [ Rsve [ scTd| Tcp:6 [[roken Ring[ upp [ use [ wian]

TCP Conversations - Filter: expert.message == "Retransmission (suspected)”
Address A 4 PortA 4 AddressB ¢ PortB 4 Packets v Bytes 1 Packets A—B ¢ Bytes A—B 1 Packets A—B 4 Byt
10.1.1.200 2350 10.903012 1181 188 265 608 0 0 188
10.1.1.200 1972 10903012 1184 8 150 2 389 6
10.1.1.200 1972 10903012 1189 8 139 3 37 5
10.1.1.200 1972 10.90.3012 1182 5 734 1 121 4
10.1.1.200 1972 1090.3012 1186 5 857 1 157 4
10903012 1178 1011.200 21 3 =t 4 0 3
Only retransmissions will be

S ~ presenter, as we configured

< | Retransmissions between 4L in the display filter ] »
these IP addresses and TCP ‘L’./_
("] Name resolution \ [FO J | (V] Limit to display ﬁlterl

[ Help I l Copy l I Follow Stream } ’

To isolate the problem, perform the following steps:

1. Look at the IO graph, and make sure that the line is not busy.

An indication of a busy communication line will be a straight line very
close to the maximum bandwidth of the line. For example, if you have a 10
Mbps communication line, you port-mirror it and see in the IO graph a
straight line that is close to the 10 Mbps. This is a good indication of a
loaded line. A non-busy communication line will have many ups and
downs, peaks, and empty intervals.

2. If the line is not busy, it can be a problem on the server for IP address
10.1.1.200(10.90.30.12 is sending most of the retransmissions, so it could be
that 10.1.1.200 responds slowly).

3. From the packet pane we can see that the application is FTP-DATA. It is possible
that the FTP server works in an active mode. Hence we've opened a connection
on one port (2350) and the server changed the port to 1972, so that it can be a
slow non-responsive FTP software (that was the problem here eventually).
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Case 3 - retransmission patterns

An important thing to watch out for in TCP retransmissions is whether the retransmissions
have any pattern that you can see.

In the following screenshot, we can see that all retransmissions are coming from a single
connection, between a single client and NetBIOS Session Service (TCP port 139) on the
server.

il Wireshark: 1164 Exp i B A ST

|Emors:0 (0) | Warnings:0 0) | Notes: 10 (1164) | Chats:0 (0) | Details: 1164 | Packet Comments:0

Group 1 Protocel 4 Summary A total number of 251

# Sequence TCP Duplicate ACK (#1) retransmissions

# Sequence TCP Duplicate ACK (#2)

* Sequence TCP Fast retransmission (suspected)

# Sequence TCP | Retransmission (suspected) 251

# Sequence TCP Duplicate ACK (#3) 5

® Sequence TCP Duplicate ACK (#4) 4

# Sequence TCP Duplicate ACK

# Sequence TCP| [l Conversations: Example = x

# Sequence TCP
" T] Ethernet: 1 | Fibre Channel | F0D1 [ 1Pd:a | 1pve [ 9] sx7a | e | Rsvp ] scTp| TCP:1 | Token Ring| upp] use | wian
I TCP Conversations - Filter: expert.message == "Retransmission (suspected)”

1.21

152.168.

1064

192.1681.99

All retransmissions are ona

Netbios—SSN single connection
(Session Service)

4

7] Mame resolution [¥] Limit to display filter

Hep || Copy | Follow Stream | [ Close
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Looks like a simple server/application problem, but when we look at the packet capture
pane, we can see something interesting (refer to the following screenshot):

Filter: expert.message == "Retransmission (suspected)” m Expression... Clear Apply Save

No. Time Destination

Source

Protocol

Length _Info

Retransmissions

with 30-35mS |
between in between

The interesting thing is that when we look at the pattern of retransmissions, we can see that
they occur cyclically every 30 milliseconds. The time format here is seconds, since the
previously displayed packet and the time scale are in seconds.

The problem in this case was a client that performed a financial procedure in the software
that caused the software to slow down every 30-36 milliseconds.

Case 4 - retransmission due to a non-responsive
application

Another reason for retransmissions can be when a client or a server does not answer to
requests. In this case, you will see five retransmissions, with an increasing time difference.
After these five consecutive retransmissions, the connection is considered to be lost by the
sending side (in some cases, reset will be sent to close the connection depending on the
software implementation). After the disconnection, two things may happen:

¢ An SYN request will be sent by the client in order to open a new connection.
What the user will see in this case is a freeze in the application, and after 15-20
seconds, it will start to work again.

e No SYN will be sent, and the user will have to run the application (or a specific
part of it) again.
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In the following screenshot, we can see a case in which a new connection is opened:

(Time intervals

. retransmissions
No. Time Source | retransmission ngth  Info
1159 B U g - g
] ] 3 > F

.625596 192.168.201.93 agentview > http [SYN] Seq=0 Win=

9
1166 0.004414 192.168.3.50 192.168.201.93 TCP 60 http > agentview [SYN, ACK] Seq=0 Ack=1 |\
1167 0.000033 192.168.201.93 192.168.3.50 agentview > http [ACK] Segq=1 Ack=1 win=6
0

.000164 192.168.201.93 192.168.3.

A new connection
established

0 T[TCP segment of a reassembled PDU]
2

[rrm . £ | P Y YT |

Case 5 - retransmission due to delayed variations

TCP is a protocol that is quite tolerant to delays as long as the delay does not vary. When
you have variations in a delay, you can expect retransmissions. The way to find out whether
this is the problem is as follows:

1. The first thing to do is, of course, ping the destination and get the first piece of
information of the communications line delay. Look at the How it works... section
to see how it should be done.

2. Check for the delay variations, which can happen due to the following reasons:

¢ A non-stable or busy communication line. In this case, you will see
delay variations using the ping command. It will usually happen on
lines with a narrow bandwidth, and in some cases on cellular lines.

¢ A loaded or inefficient application. In this case, you will see many
retransmissions on this specific application only.

¢ Loaded communication equipment (CPU load, buffer load, and so on).
You can check this by accessing the communication equipment
directly.

3. Use the Wireshark tools as explained in chapter 18, Troubleshooting Bandwidth
and Delay Issues.
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The bottom line with TCP retransmissions is that retransmissions are a
natural behavior of TCP as long as we don't have too many of them.
Degradation in performance will start when the retransmissions are
around 0.5 percent, and disconnections will start at around 5 percent. It
also depends on the application and its sensitivity to retransmissions.

Finding out what it is

When you see retransmissions on a communication link (to the internet, on a server,
between sites, or any other link), perform the following steps:

1. Locate the problem. Is it a specific IP address, specific connection, specific
application, or some other problem?

2. Check whether the problem is because of the communication link, packet loss, or
a slow server or PC. Check whether the application is slow.

3. If it is not due to any of the preceding reasons, check for delay variations.

How it works...

Let's see the regular operation of TCP and the causes of the problems that may occur.

Regular operation of the TCP sequence/acknowledge
mechanism

One of the mechanisms that is built into TCP is the retransmission mechanism. This
mechanism enables the recovery of data that is damaged, lost, duplicated, or delivered out
of order.

This is achieved by assigning a sequence number to every transmitted byte, and expecting
an acknowledgment (ACK) from the receiving party. If the ACK is not received within a
timeout interval, the data is retransmitted.

At the receiver end, the sequence numbers are used to verify that the information comes in
the order that it was sent in. If not, rearrange it to its previous state.
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This mechanism works as follows:

1. At the connection establishment, both sides tell each other what their initial
sequence number will be.

When data is sent, every packet has a sequence number. The sequence number
indicates the number of the first byte in the TCP payload. The next packet that is
sent will have the sequence number of the previous one plus the number of bytes

in the previous packet plus 1 (in the next screenshot).

When a packet is sent, the retransmission timeout (RTO) counter starts to count
the time from the moment it was sent.

The retransmission timeout timer is based on the Van Jacobson congestion
avoidance and control algorithm, which basically says the TCP is tolerant
to high delays but not to fast delay variations.

When the receiver receives the packet, it answers with an ACK packet that tells
the sender to send the next packet. In the following screenshot you will see how it

works:

You can see from here that 10.0.0.7 is downloading a file from 62.219.24.171. The file
is downloaded via HTTP (the Wireshark window was configured to show tcp.seqand
tcp.ack from the Edit | Preferences columns configuration, as described in chapter 1,

Introduction to Wireshark Version 2).

Filter:

Source

62.
62.
10.
62.
62.
10.
62.
62.
10.
62.
62.
10.
62.

219
2197
B0,
219.
219,
0.0.
219%
219%
0.0.
219.
219.
0.0.
219.

24.
24.

24,
24,

24,
24,

24.
24,

24.

171
171

171
171

171
171

171
171

171

Destination

10.
10.
62.
10.
10.
62.
10.
10.
62.
10.
10.
62.
10.

0.0.7
0.0.7
219.24.171
0.0.7
0.0.7
219.24.171
0.0.7
0.0.7
219.24.171
0.0.7
0.0.7
219.24.171
0.0.7

Protocol

HTTP
HTTP
TCP
HTTP
HTTP
TCP
HTTP
HTTP
TCP
HTTP
HTTP
TCP
HTTP

EI Expression...

Length

1506
1506
54
1506
1506
54
1506
1506
54
1506
1506
54
1506

Info

Continuation
Continuation
53203 > http
Continuation
Continuation
53203 > http
Continuation
Continuation
53203 > http
Continuation
Continuation
53203 > http
Continuation

or non-HTTP
or non-HTTP
[AcK] seq=1
or non-HTTP
or non-HTTP
[ACK] Seqg=1
or non-HTTP
or non-HTTP
[ACK] Seq=1
or non-HTTP
or non-HTTP
[AcK] seqg=1
or non=-HTTP

traffic ?132201?

traffic
Ack=1201
traffic
traffic
Ack=1201
traffic
traffic
Ack=1201
traffic
traffic
Ack=1201
traffic

120183653

1 |120185105

E———

120186557] 1

1 1120188009

120188009

1

1 1120190913
1

1 [120193817

(120193817 [-—+—
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From here, 62.219.24.171 sends packets with sequence numbers that end with 85101,
86557, after which 10.0.0.7 sends an ACK back telling the sender to send the packet that
ends with 88009. The sender then sends it. And so on.

You can see an illustration of this here:

Client:
10.0.0.7

‘___

SEQ=86557

SEQ=86009
SEQ=89467

ACK=90913

Server:
62.219.24.171

What are TCP retransmissions and what do they cause?

When a packet acknowledgment is lost or when an ACK does not arrive on time, the sender

will perform two things:

¢ Send the packet again, as described earlier in this recipe
¢ Decrease the throughput
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In the next screenshot, we see an example of retransmissions that reduces the sender

throughput (thin red lines added for clarity):

il Wireshark IO Graphs: FTP di 1 with . 3 3 T

1405 160s 180s 200s 2205 2405
‘ m
Graphs
Color ‘le tcp.stream eq 64 Style: Line
Color & tcp.stream eq 64 and tcp.analysis.retransmission Stylez | Dot
m IF!HT Style: Line
m| Color [E Style: |Line
Graph 5| olor Fitter; Style: Line
[ Help ||  Copy

CACJE ]

o

260s 280s

X Axis

Tick interval: 1 sec E

Pixels pertick |5 ||
View as time of day

Y Axis

Unit: Packets/Tick | v |

Scale: Auto E

Smooth: | No filter E

Save } [ Close

There's more...

TCP is tolerant to high delays as long as they are reasonably stable. The algorithm that
defines the TCP behavior under delay variations (among other things) is called the Van
Jacobson algorithm, after its inventor. The Van Jacobson algorithm enables tolerance of up
to 3-4 times the average delay; so if, for example, you have a delay of 100 milliseconds, then
TCP will be tolerant to delays of up to 300-400 milliseconds as long as they are

not changed frequently.

See also

¢ You can check out the Van Jacobson algorithm at
http://ee.lbl.gov/papers/congavoid.pdf
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TCP sliding window mechanism

When the endpoints establish a TCP session, the Window size field in the TCP header will
be used to signal the receiving buffer capacity and govern the amount of data that can be
received and processed. Each endpoint will maintain a local receive window (RWND). This
is the maximum amount of data the receiver can receive for buffering and processing. The
endpoint will include this RWND value in the TCP header. The sender uses RWND as
input to decide the Sliding window size. It can send TCP segments to a peer of size defined
in the window size before waiting for an acknowledgment.

TCP Window Size
" """"""""""""" \l
1 1
N e e e e e ———————_——_—_—— ’
Segments Sent an Segments Sent but not Segments yet to be sent
Ack by Receiver Ack by Receiver

The sender endpoint maintains the sliding window by managing the number of
outstanding TCP segments waiting for an acknowledgement. The sender slides the window
towards the right as and when it receives the ACK for the segments it has sent and are
waiting for acknowledgement.

Without the sliding window mechanism, the TCP sender will end up sending one segment
at a time and wait for acknowledgement before sending the next segment causing a
significant impact on the overall TCP throughput.
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Getting ready

Connect the Wireshark on the server and capture the packets. It is lot easier to analyze the
sliding window behavior by filtering the specific TCP stream. In order to follow a specific
stream, choose the first TCP packet (SYN packet) of the stream to be analyzed, and perform
the following:

1. Go to Analyze
2. Choose Follow
3. Choose TCP Stream

How to do it...
In the following topology, PC1 is establishing a TCP session with PC3 for data transfer.

R1 R2 R3
10.1.12.4 10.1.12.26 =2 T

p—

—

_._:‘.-.
T

= —+-210.1.23.2

10.0.0.11 10.0.0.3
PC3
PC1 10.0.0.1/28

10.0.0.9/28
‘ SYN, Seq=0, Window-Scale=6

‘ SYN, ACK, Seq=0, Window-Scale=9

< S

SYN, ACK
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Check whether the TCP endpoints are exchanging the TCP window size with a value more
than 0. If the window size is set to 0, the receiver is not capable of receiving any traffic and
the data transfer will fail.

tcp.stream eq 1 [x] - | Expression...
No. Time: Source Destination Protocal Length info
5 7.872718 10.9.8.9 10.0.0.1 TCP 7@ 11805 - 23 [SYN, ECN, CWR] Seq=@ Win=4128 Len=0 MSS=536 TSval=9468..
6 7.873586 10.0.0.1 10.0.0.9 TP 7@ 23 - 11885 [SYN, ACK, ECN] Seq=8 Ack=1 Win=@ Len=0 MSS=536 TSval=9..
7 7.874366 10.8.8.9 10.0.8.1 TCP 66 11885 - 23 [ACK] Seq=1 Ack=1 Win=66048 Len=0 TSval=94685668 TSecr=..

8 TELNET [TCP ZeroWindow] Telnet Data

9 4 TELNET o elnet Dat:

10 TCP Seq=1 Ack=55 5184 Len=0 TSval=94685669 TSecr..
13 10.580097 . 9 TELNET 67 n Telnet Data ... [Malformed Packet]

14 10.580778 0.9.0. .0.0.9 TCP 66 n k] [TCP ZeroWindow] -+ 11805 [ACK] Seq=55 ..
15 1 .8.9.9 .0. TELNET 6 n Telnet Data ... [Malformed Packet]

16 3 .0.0. .0.0.9 TCP 66 [TCP n k] [TCP ZeroWindow] - 11805 [ACK] Seq=55 ..
21 .8.9.9 .8. TELNET 67 [TCP n e] Telnet Data ...[Malformed Packet]

22 0.9.0. .0.0.9 TCP 66 [TCP Ze n Window] 23 -+ 11805 [ACK] Seq=55 ..
29 3¢ 5 .0.0.9 TELNET 9 [TCP

3@ 38.436371 .0.0. .0.0. TCP 11885 - 96 Len=0 TSval=94716228 ..

7_47.251752 2.9 2 N ZeroWin e ata alforme

Frame 6: 7@ bytes on wire (560 bits), 7@ bytes captured (56@ bits)
Ethernet II, Src: fa:16:3e:B6:59:a9 (fa:16:3e:86:59:a9), Dst: fa:16:3e:ab:ac:8c (fa:16:3e:ab:ac:8c)
Internet Protocol Version 4, Src: 10.0.0.1, Dst: 10.0.0.9
Transmission Control Protocol, Src Port: 23, Dst Port: 11805, Seq: @, Ack: 1, Len: @
Source Port: 23
Destination Port: 11805
[Stream index: 1]
[TCP Segment Len: 8]
Sequence number: @ (relative sequence number)
Acknowledgment number: 1 (relative ack number)
1001 .... = Header Length: 36 bytes (9)
= YR ACKECH

dvvyy

» Window size Is settot 0

Window size value

gTCuTaTen Tow ETU
Checksum: @xe551 [unverified]
[Checksum Status: Unverified]
Urgent pointer: @

Options: (16 bytes), Maximum segment size, Timestamps, End of Option List (EOL)
[SEQ/ACK analysis]

[Timestamps]

yvvw

The preceding is an example of TCP zero window. The receiving node (10.0.0.9) is not
capable of accepting any new sessions or data and so when it receives the SYN segment
from any peer for a new TCP session, it replies with SYN, ACK segment and set the
window size as 0. Normally, this condition will be rectified by itself once the receiver is
ready to take additional data. When the receiver sends zero window message, it is normal
to see the sender sending TCP zero window probe. This is a message sent by the sender to
see whether the receiver's zero window condition is still true. For each response received
from receiver for TCP zero window message, it exponentially increment the timer before
sending the next probe message.
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If the packet capture continuously shows that the receiver is sending with window size as 0,
it may be an indication that the end server is not functioning properly, or that the incoming
port buffer is full or stuck and may need additional analysis on the server side to fix any
issue.

» Internet Protocol Version 4, Src: 10.0.0.1, Dst: 10.0.0.9
v Transmission Control Protocol, Src Port: 22, Dst Port: 44913, Seq: @, Ack: 1, Len: @
Source Port: 22
Destination Port: 44913
[Stream index: @]
[TCP Segment Len: @l
Sequence number: @ (relative sequence number)
Acknowledgment number: 1 (relative ack number)
1010 .... = Header Length: 40 bytes (10)
» Flags: 0x012 (SYN, ACK)
indow size value:

|lCalculated window size: 2e95@1| > Initial window size exchanged is 28960

[Checksum Status: Unverified]
Urgent pointer: @
v Options: (2@ bytes), Maximum segment size, SACK permitted, Timestamps, No-Operation (NOP), Window scale
» TCP Option - Maximum segment size: 1468 bytes
» TCP Option - SACK permitted
» TCP Option - Timestamps: TSval 13136@3, TSecr 1316161

v TCP Option - Window scale: 9 (multiply by 512)
Kind: Window Scale (3)
Length: 3
Shift count: 9
[Multiplier: 512]

» [SEQ/ACK analysis]

» [Timestamps]

— » Window scale is 9

Once the issue on the server is fixed, it should be able to negotiate the right window size. In
the preceding example, 10.0.0. 1 replies with a non-zero window size in the SYN, ACK
segment. It could be noted that the server also included a TCP option carrying window
scale of value 9. The TCP peer will use a combination of window size and window scale to
identify the sliding window size. More details about the window scaling is in the How it
works... section.

In all the subsequent packets, each peer will include the window size that will be used the
peer to scale up or scale down the sliding window size.
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How it works...

The TCP sliding window mechanism works as follows:

1. After the connection is established, the sender sends data to the receiver, filling
the receiver window.

2. After several packets, the receiver sends an ACK to the sender, confirming the
acceptance of the bytes sent by it. Sending the ACK empties the receiver window.

3. This process is continuous when the sender is filling the window, and the
receiving party empties them and sends confirmation of the information.

4. Increasing the receiver window size tells the sender to increase the throughput,
and decreasing it tells them to decrease the throughput. It works according to the
following WS/RTT rule (with some changes according to the TCP version):

Window Size [Bytes]

Throughput [Bytes/Sec] =
RTT [Sec]

v" Throughput - the effective Bytes/Sec send by an application on a TCP connection

v' Window Size - the TCP receiver window size

v RTT - the Round Trip Time between the sender and the receiver

The window size field in TCP header is represented in bytes and this field is a 16-bit field
that allows carrying a maximum value of 65,535. With most of the hardware, it is possible to
handle more than 65,535 bytes of TCP segments. In order to signal a window size of more
than 65,535, the TCP Window scale is included during the initial TCP three-way handshake.
TCP peer uses the Window size value and Scale value to derive the window size.

Sliding Window [Bytes] = Window * (2**Scale)
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For example, when the Window size is set to 457 and the scale value is set to 6, the Sliding
window will be calculated as 29,248 bytes.

Frame 5: 66 bytes on wire (528 bits), 66 bytes captured (528 bits)

Ethernet II, Src: fa:16:3e:@9:27:cf (fa:16:3e:@9:27:cf), Dst: fa:16:3e:ef:a9:bb (fa:16:3e:ef:a9:bb)
Internet Protocol Version 4, Src: 10.0.0.9, Dst: 10.0.0.1

Transmission Control Protocol, Src Port: 44913, Dst Port: 22, Seq: 1, Ack: 1, Len:

Source Port: 44913

Destination Port: 22

[Stream index: @]

[TCP Segment Len: 0]

Sequence number: 1 (relative sequence number)

Acknowledgment number: 1 (relative ack number)

100@ .... = Header Length: 32 bytes (8)

Flags: @x010 (ACK

Window size value: 457
[Calculated window size: 29248]
[Window size scaling factor: 64]

4vrvyy

[Checksum Status: Unverified]
Urgent pointer: @

Options: (12 bytes), No-Operation (NOP), No-Operation (NOP), Timestamps
» TCP Option - No-Operation (NOP)

» TCP Option - No-Operation (NOP)

» TCP Option - Timestamps: TSval 1316162, TSecr 1313603

[SEQ/ACK analysis]

[Timestamps]

[Time since first frame in this TCP stream: ©.003524000 seconds]
[Time since previous frame in this TCP stream: 0.001398800 seconds]

4

v

«

Wireshark calculates the sliding window and displays it as highlighted in the preceding
example.

TCP enhancements - selective ACK and
timestamps

Various TCP enhancements have been introduced over a period of time to augment the TCP
performance. In this section, we will discuss a couple of these important enhancements and
see how Wireshark can be used to analyze the same.

Getting ready

When you observe that the TCP flow performance is degraded and is not working as
expected, connect Wireshark to capture the TCP flow for analysis.
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How to do it...

For backward compatibility, a feature enhancement like selective ACK (SACK) or TCP
timestamp will be negotiated during the initial three-way handshake. The TCP endpoints
will include the relevant TCP options in the SYN and SYN/ACK packets.

TCP selective acknowledgement option

TCP SACK is a TCP option that will be included in the SYN and SYN/ACK segments. When
the TCP endpoints are enabled with TCP SACK feature, the endpoint signal the capability
to peer by including the same in SYN packet.

I » Frame 7: 74 bytes on wire (592 bits), 74 bytes captured (592 bits) I

» Ethernet II, Src: fa:16:3e:ab:ac:8c (fa:16:3e:ab:ac:8c), Dst: fa:16:3e:86:59:a9 (fa:16:3e:86:59:a9)

» Internet Protocol Version 4, Src: 10.0.128.1, Dst: 192.168.8.7

v Transmission Control Protocol, Src Port: 25617, Dst Port: 23, Seq: @, Len: @

Source Port: 25617

Destination Port: 23

[Stream index: 2]

[TCP Segment Len: @]

Sequence number: @ (relative sequence number)

Acknowledgment number: @

1010 .... = Header Length: 4@ bytes (1@)

Flags: @x@c2 (SYN, ECN, CWR)

Window size value: 4128

[Calculated window size: 4128]

Checksum: @x2358 [unverified]

[Checksum Status: Unverified]

Urgent pointer: @

v Options: (20 bytes), Maximum segment size, SACK permitted, No-Operation (NOP), No-Operation (NOP), Timestamps, End of Option List (EOL)
i = i ize: 536 bytes

v TCP Option - SACK permitted

Kind: SACK Permitted (4)

Length: 2

v

» TCP Option - No-Operation (NOP)
v TCP Option - Timestamps: TSval 112797030, TSecr @
Kind: Time Stamp Option (8)
Length: 18
Timestamp value: 112797030
Timestamp echo reply: @
» TCP Option = End of Option List (EOL)
v [Timestamps]
[Time since first frame in this TCP stream: 0.00082000@ seconds]
[Time since previous frame in this TCP stream: ©.000000000 seconds]
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As seen in the preceding example, TCP SACK option will be seen in SYN and SYN/ACK
segments. If this TCP option is not seen in the capture, ensure that the feature is enabled on
the TCP endpoints. Depending on the vendor and platform, this feature may be enabled by

default.

Frame 181: 78 bytes on wire (624 bits), 78 bytes captured (624 bits)

Ethernet II, Src: fa:16:3e:ab:ac:8c (fa:16:3e:ab:ac:8c), Dst: fa:16:3e:86:59:a9 (fa:16:3e:86:59:a9)
Internet Protocol Version 4, Src: 10.0.128.1, Dst: 192.168.0.7

Transmission Control Protocol, Src Port: 25617, Dst Port: 23, Seq: 57, Ack: 3321, Len: @

Source Port: 25617

Destination Port: 23

[Stream index: 2]

[TCP Segment Len: @]

Sequence number: 57 (relative sequence number)

Acknowledgment number: 3321 (relative ack number)

1611 .... = Header Length: 44 bytes (11)

Flags: @x@1@ (ACK)

Window size value: 4128

[Calculated window size: 66048]

[Window size scaling factor: -2 (no window scaling used)]

Checksum: @x1a8f [unverified]
[Checksum Status: Unverified]
Urgent pointer: @

4dvvYYy

v

ation (NOP), No-Operation (NOP), Timestamps, End of Option List (EOL)
v TCP Option - SACK 3845-4369
Kind: SACK (5)
Length: 10
left edge = 3845 (relative)
right edge = 4369 (relative)
[TCP SACK Count: 1]
" ption - No-Operation
» TCP Option - No-Operation (NOP)
» TCP Option - Timestamps: TSval 112888766, TSecr @
» TCP Option - End of Option List (EOL)
[SEQ/ACK analysis]
[Timestamps]

v

v

When the receiver wants to selectively acknowledge some of the segments, it includes the
relevant sequence number in the SACK option. In the preceding example, the receiver
acknowledges that it is expecting the segment with sequence number 3321. But it also
includes SACK with sequence number 3845 to 4369 in the same segment. For more details
on how SACK works, please check out the How it works... section.

TCP timestamp option

As like TCP SACK, TCP timestamp is a TCP option that will be included in the SYN and
SYN/ACK segments. When the TCP endpoints are enabled with RTT measurement feature,
the endpoints signal the capability of including TCP timestamp to peer by in SYN packet.
When both the endpoints support this feature, the sender will include the TCP timestamp
option in all the segments forwarded to peer.
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> erne: + Src: fa:16:3e:ab:ac:8c (fa:16:3e:ab:ac:8c), Dst:
» Internet Protocol Version 4, Src: 10.9.128.1, Dst: 192.168.0.7
+ Transmission Control Protocol, Src Port: 25617, Dst Port: 23, Seq: @, Len: @
Source Port: 25617
Destination Port: 23
[Stream index: 2]
[TCP Segment Len: @]
Sequence number: @ (relative sequence number)
Acknowledgment number: @
1e1e = Header Length: 4@ bytes (18)
» Flags: @x@c2 (SYN, ECN, CWR)
Window size value: 4128
[Calculated window size: 4128]
Checksum: @x2358 [unverified]
[Checksum Status: Unverified]
Urgent pointer: @
v Options: (20 bytes), Maximum segment size, SACK permitted, No-Operation (NOP), No-Operation (NOP), Timestamps, End of Option List (EOL)
» TCP Option - Maximum segment size: 536 bytes
¥ TCP Option - SACK permitted
Kind: SACK Permitted (4)
Length: 2
» TCP Option - No-Operation (NOP)
» TCP Option - No-Operation (NOP)
v TCP Option - Timestamps: TSval 112797038, TSecr @
Kind: Time Stamp Option (8)
Length: 10
Timestamp value: 112797830
Timestamp echo reply: @

v [Timestamps]
[Time since first frame in this TCP stream: ©.000000000 seconds]
[Time since previous frame in this TCP stream: @.000000000 seconds]

As seen in the preceding example, the TCP timestamp option will be seen in SYN and
SYN/ACK segments. If this TCP option is not seen in the capture, ensure that the feature is
enabled on the TCP endpoints. Depending on the vendor and platform, this feature may be

enabled by default.

As shown in the preceding screenshot, the sender will include the local time in TSval field
while sending the segment out. The sender will include a zero value in timestamp echo

reply (TSecr).

Frame 144: 78 bytes on wire (624 bits), 78 bytes captured (624 bits)
Ethernet II, Src: fa:16:3e:ab:ac:8c (fa:16:3e:ab:ac:8¢), Dst: fa:16:3e:86:59:a9 (fa:16:3e:86:59:a9)
Internet Protocol Version 4, Src: 10.0.128.1, Dst: 192.168.0.7
Transmission Control Protocol, Src Port: 25617, Dst Port: 23, Seq: 57, Ack: 7498, Len: @
Source Port: 25617
Destination Port: 23
[Stream index: 2]
[TCP Segment Len: @]
Sequence number: 57 (relative sequence number)
Acknowledgment number: 7498 (relative ack number)
1011 .... = Header Length: 44 bytes (11)
Flags: 0x@1@ (ACK)
Window size value: 3966
[Calculated window size: 63456]
[Window size scaling factor: -2 (no window scaling used)]
Checksum: 0x8880 [unverified]
[Checksum Status: Unverified]
Urgent pointer: @
Options: (24 bytes), SACK, No-Operation (NOP), No-Operation (NOP), Timestamps, End of Option List (EOL)
TCP Option — SACK 7528-7536
TCP Option - No-Operation (NOP)
TCP Option - No-Operation (NOP)
TCP Option - Timestamps: TSval 112816072, Tsecr 112804954
Kind: Time Stamp Option (8)
Length: 10
Timestamp value: 112816072
Timestamp echo reply: 112884954
% TCP Uption - End of Uption List (EOL]
» [SEQ/ACK analysis]
» [Timestamps]

avvy

v

<
v

>
»
v
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The receiver should include TSecr only in the Ack packet. As shown in the preceding
example, the receiver is replying with TSecr and TSval included. The sender will use the
combination of these two to derive the RTT value. More details about the feature are
available in How it works... section.

How it works...

TCP selective acknowledgement

In the previous sections, we discussed how the TCP sequence number and
acknowledgment number help provide reliability to the end application. But the default
acknowledgement and the retransmission behavior are not throughput efficient due to the
nature of TCP requiring to retransmit all the segments from the missing segment within the
sliding window. The following is an illustration that helps us understand the default
behavior better.

Sender Receiver
Seq =1, SYN Window =5
Seq =1, SYN, Ack= 1W|ndovT 5

Seq=2 Ack = -1,
Seq=3 Ack =1

‘ Seq=4 Ack = 1,
Seq=5 Ack =T,

| _ Seq=6Ack =1,

\ Seq=2 Ack = 3, ‘
Seq=3 Ack =1,

| Seg=4Ack=1, —
Seq=5Ack =1,

- . — Duplicate Packets
Seq=6 Ack =1,
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For illustration, we are using a TCP session with window size of five segments. Based on
the window size, the Sender can send five segments before waiting for the
acknowledgement. Accordingly, it sends five segments with seq=2,3,4,5,6. Receiver had
received the segments with seq=2,4,5,6, but it didn't receive the segment with seq=3. While
sending the ACK, the receiver sends with ack=3. As noted before, the ender will not only
retransmit segment with seq=3, but also the remaining segments in the window.

This leads to retransmitting duplicate segments, causing throughput issues.

Selective acknowledgement solves this issue by allowing the receiver to selectively
acknowledge non-contiguous segments. TCP SACK is a TCP option that will be negotiated
during the initial TCP three-way handshake.

Sender Receiver

Seq =1, SYN, SACKWindow =5
?eq =1, SYN, Ack=1, gACKWin:i?w =5
Seq=2Ack =1,
Seq=3 Ack =1
Seq=4 Ack =1,
Seg=5Ack =1,
- Seq=6Ack =1, J
. Seq=2 Ack = 3, SACK = 4,§,‘
- Seq=3 Ack =2,
\ Seq=7 Ack = 2
Seq=8 Ack = 2,

‘ B Seq=9 Ack = 2,

»

>

>

>

>

> ~ Duplicate Packets

>

In the same example, the sender and receiver are enabled with TCP SACK. Please note that,
TCP SACK will be included in the SYN segment to signal the capability to peer. Using the
same example, when the receiver didn't receive segment with seq=3, it sends ACK segment
with ack=3, but it also includes selective ACK for 4,5,6. This instructs the sender to just send
the missing segments and not to retransmit other received segments. This avoids
duplication and helps provide efficient throughput.
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TCP timestamp

There are certain end applications that benefits from continuous round trip time (RTT)
measurement. RTT measurement is performed by leveraging the TCP timestamp options. A
TCP timestamp option will be included in all the segments. This option carries two fields as
TSval and TSecr. The the sender will include local time when the segment is sent out in
TSval field and TSecr will be set to 0. The receiver upon acknowledging a segment will
include local time in the TSval and include the TSval from the last received segment from
the sender.

The sender will use the combination of TSval and TSecr in the ACK segment to compute the
RTT. For efficiency, most implementation will perform RTT measurement in one or two
segments in each window instead of performing it on a per segment basis.

There's more...

While the preceding section discusses about a couple of TCP options, there are more such
options serving different purpose. The following are few of the options:

e TCP authentication

e Maximum segment size
e TCP compression filter
e Multipath TCP

Troubleshooting TCP throughput

There are various tools available in the industry to perform network throughput
measurement that are more out-of-band in nature. Such tools establish test TCP sessions
and the monitor performs. While such tools are useful, the performance calculation is done
on the production traffic. SLA constrained end applications using TCP as transport protocol
requires a mechanism to ensure that the TCP stream achieves the desired throughput. In
order to confirm the same, we need a simple and efficient mechanism to measure the
throughput on a per TCP stream basis. This can be used for various purposes including
performance benchmarking, SLA based service assurance, and so on.
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There are numerous reasons that might impact the performance of TCP throughput some of
which are discussed in the previous sections such as retransmission, session reset. In this
section, we will discuss about how to use Wireshark to perform TCP throughput
measurement and analysis.

Getting ready

In order to perform throughput measurement, the first thing you must do is capture the
stream. You can perform the capture on the end server (if it supports) or on the transit path.
As mentioned in the previous sections, use the relevant filter to display only the TCP stream
to be measured.

How to do it...

1. Check the throughput of the TCP flow that is being measured. This is done by
filtering the respective TCP stream and then check the IO graph for throughput.
The following are the steps to view the throughput graph.

2. Go to Statistics and select IO Graph.
3. Now create a new graph with tcp.stream == <stream number> filter.
4. A sample is shown as follows:

No packets in interval (0s).
Name Display filter Color  Style Y Axis Y Field Smoothing
All packets . Line Bytes None
TCP errors tcp.analysis.flags | ] Bar Packets None
TCP Retransmission t:p‘analxsis.reuansmis.“ . Line Packets 10 interval SMA
I TCP Stream 0 tcp.stream==0 . Line Bytes None
+ Mouse () drags zooms Interval  1sec d Time of day Log scale Reset
Help Copy u Save As...

5. If the throughput shown in the output is as expected, we can conclude that the
stream is working fine. If the throughput is not as expected, we need additional
analysis as follows.

6. Check whether the window size is negotiated to a larger size. If the RWND is

less, it might result in lower throughput as sender will wait for acknowledgment
for segments within the sliding window.
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7. Get the expert information for the TCP stream and check the count of different

errors and warnings. This helps understand the possible reason for the

throughput. For more details about Expert Info, please read chapter 6, Using

Advanced Statistics Tools.

Severity

Warning
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note
Note

4 VYV VY VVVVV V VYV V Vv VY 7 Yy vy Y Yy Yy YyVvYyYvYyYYVYYVYYVYYVvVYY

Summary

Previous segment(s) not captured (common at capture start)

This frame is a (suspected) retransmission

This frame is a (suspected) spurious retransmission

Duplicate ACK (#1)
Duplicate ACK (#2)
Duplicate ACK (#3)
Duplicate ACK (#4)
Duplicate ACK (#5)
Duplicate ACK (#6)
Duplicate ACK (#7)
Duplicate ACK (#8)
Duplicate ACK (#9)
Duplicate ACK (#10)
Duplicate ACK (#11)
Duplicate ACK (#12)
Duplicate ACK (#13)
Duplicate ACK (#14)
Duplicate ACK (#15)
Duplicate ACK (#16)
Duplicate ACK (#17)
Duplicate ACK (#18)
Duplicate ACK (#19)
Duplicate ACK (#20)
Duplicate ACK (#21)
Duplicate ACK (#22)
Duplicate ACK (#23)
Duplicate ACK (#24)
Duplicate ACK (#25)
Duplicate ACK (#26)
Duplicate ACK (#27)

425 [TCP Dup ACK 363#27] 44913 — 22 [ACK] Seq=2724 Ack=22...
871 [TCP Dup ACK 772#27] 44913 — 22 [ACK] Seq=2832 Ack=50...
1204 [TCP Dup ACK 1146#27] 44913 — 22 [ACK] Seq=2904 Ack=7...

Group Protocol Cour
Sequence TCP 173
Sequence TCP 209
Sequence TCP 1
Sequence TCP 143
Sequence TCP 101
Sequence TCP 66
Sequence TCP 32
Sequence TCP 24
Sequence TCP 20
Sequence TCP 19
Sequence TCP 16
Sequence TCP 13
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
Sequence TCP 12
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8. In the preceding figure, it could be noted that there are 173 instances of missing
segments and multiple instances of duplicates. Expert Information will help us
provide with errors such as out-of-order segments, connection reset, zero
window.

9. If there are numerous instances of [TCP Retransmission] missing segments,
there might be some packet loss in the network. Use the network connectivity
check tools such as ping to validate the health of the underlay network.
Alternately, capturing the stream on multiple capturing point in the network will
help narrow down the dropping node.

99 12.475560 92.168.0. 192.168.0.7 590 [TCP Out-0f-Order] 23 - 24090 [ACK] Seq=3289 Ack=57 Win=999936 Len=524
100 12.476192 92 -0. 192.168.0.5 66 [TCP Dup ACK 97#1] 24890 ~ 23 [ACK] Seq=57 Ack=3289 Win=999472 Len=0

102 14.807786 92.168.0. 192.168.0.7 590 [TCP Retransmission] 23 - 24090 [ACK] Seq=3289 Ack=57 Win=999936 Len=524

103 14.809273 192.168.0.5 TCP 66 24099 - 23 [ACK] Seq=57 Ack=4337 Win=999472 Len=0

10. If there are numerous instances of out-of-order packet, the packets belonging to
the same stream might be taking different path with different delay/jitter. Ideally,
all nodes along the path will perform load balancing at a flow level so that all
packets that belong to same flow will always follow the same path. In scenarios
involving link flap (intermittent or continuous) or any legacy node performing
per-packet load balancing may result in such out-of-order packets.

11. If there are numerous instances of TCP window full errors, the receiving node is
not capable of handling the packet at rate sent by the sender. If the issue is seen
consistently, careful tweaking of RWND on the receiving side might be required.

12. Some of the TCP enhancements like higher RWND size, selective ACK, fast
retransmission can be enabled on the endpoints to improve the overall
throughput.

How it works...

There is no specific working mechanism for TCP throughput. TCP throughput is an
outcome of various TCP features enabled on the endpoints. How such different features
work is already covered in different How it works... sections under the TCP topic.
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FTP, HTTP/1, and HTTP/2

In this chapter, we'll cover the following topics:

¢ Analyzing FTP problems
Filtering HTTP traffic
Configuring HTTP preferences

Analyzing HTTP problems

Exporting HTTP objects

HTTP flow analysis

Analyzing HTTPS traffic — SSL/TLS basics

Introduction

FTP is a protocol created for transferring files over TCP/IP across a network. It is a protocol
that runs over TCP ports 20 and 21 for the data and control connections respectively.

HTTP and HTTPS are both used for browsing the internet, or connecting to other software
that are hosted inside your organization or in the cloud. HTTPS is used when we secure
HTTP with SSL/TLS in order to protect the clear text data exchange from intrusion and
hacking. It is used when connecting to your bank, mail account (for example, Gmail), or any
other secured application.

Starting from 1991, HTTP has gone through different revisions, such as versions 0.9, 1.0, 1.1,
and the latest, 2.0, published in 2015.

In this chapter, we will discuss these protocols, how they work, and how to use Wireshark
to find common errors and problems in the network.
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Analyzing FTP problems

FTP has two modes of operation:

e Active mode (ACTYV): In this mode, the client initiates a control connection to the
server, and the server initiates a data connection to the client

e Passive mode (PASV): In this mode, the client initiates both the control and data
connections to the server

Both types of connections can be implemented, and they will be explained later in this
recipe, in the How it works... section.

Getting ready

When working with FTP, if you suspect any connectivity or slow response problems,
configure port mirror to one of the following:

e The FTP server port
e The client port
e A link that the traffic crosses

If required, configure a capture or display filter.

How to do it...

To check FTP performance problems, follow these steps:

1. First, check for any Ethernet, IP, or TCP problems as described in previous
chapters. In many cases, slow responses happen due to networking problems and
not necessarily due to application problems. Perform simple ICMP ping (with a
larger packet size, say 1,500 bytes) between the client and server, as it helps to
find if there is any delay or failures along the path.

2. Check for TCP retransmissions and duplicate ACKs. Check whether they are on
the entire traffic or only on the FTP connection:

e If you get it on various connections, it is probably due to a slow
network that influences the entire traffic

e If you get it only on FTP connections to the same server or client, it can
be due to a slow server or client
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3. When you are copying a single file in an FTP file transfer, you should get a
straight line in the I/O graph and a straight gradient in the TCP stream graph
(time sequence).

4. In this screenshot, we can see what a bad FTP looks like in the TCP stream graph
(time sequence):

Sequence

number[B]
3000000 — .
File transfer
starts again
Problem in
2000000 — file transfer
1000000 \. . .
1
7 Problem
-d."
T | T | T I 1 I T | T | 1 I T | T | T I T | T | T | 1 | T l T | T | T l 1 | T | I I 1 I
1 2 3 4 5 6 7 B8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Time[s]

Figure 12.1: Failing FTP—TCP stream graph
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5. In the following screenshot, we can see what it looks like in the I/O graph
(configured with filters):

B

Wireshark 10 Graphs: 2 inte =18 X
— 1000
Green dots — Blue dot - i
zero window retransmission i
= 500
Red dot — L
window full i
T T T T T T T 0
20s 40s 60s 80s 100s 120s 140s 160s
< [ I ] »
Graphs X Axis
Graph 1 Color Style:|Line E Tick interval: 1 sec _E
Color m tcp.stream eq 39 and tcp.analysis.window_full Style: Dot B Pixels per tick 5 E
| View as time of day
Graph 3 Filter:| tcp.stream eq 39 and tcp.analysis.zero_window Style:| Dot
pateam 39 s o oot [z |
Graph 4| Color |Fjlter:| tcp.stream eq 39 and tcp.analysis.retransmission Style:| Dot E Unit: Packets/Tick E
Graph 5| Color tcp.stream eq 39 Style: Line B Scale: 1000 E
Smooth: |No filter E
-IH Help | [ Copy I [ Save ] ‘ Close ]

Figure 12.2: Failing FTP—I/O graphs

6. In the capture file shown in the following screenshot, we can see TCP window
problems. These are listed as follows:
e Theserver 15.216.111.13 sends a TCP Window Full message to the
client, indicating that the server send window is full (packet 5763).

e The client 10.0.0.2 sends a TCP Zero Window message to the server,
telling the server to stop sending data (packet 5778).

e The server keeps sending TCP Zero Window Probe messages to the
client, asking the client whether the condition is still zero window (this
tells the server not to send any more data). The client answers these
messages with TCP Zero Window Probe Ack, indicating that this is
still the case (packets 5793 to 5931).

¢ After a while, the client sends the message TCP Window Update to the
server, telling it to start increasing the FTP throughput (packet 5939).
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Filter: tcpstream eq 39 LExpreS&mn... Clear Apply Server say Its TCP

Destination Protoca window is full o

15.216.111.1 b 54

Client say toserver:
zero window

No. Time

5759 69.888792 10.0.0.2

Source

C s
50292 > 42447 [ACK] Seq=1 Ack=1055837
(TCP Window Full] |

5939 81.171193 10.0.0.2 15.216.111 1amen . SL_|[TCP Window Update) ] 50202 > 42447 [ACK
5940 81.390485 15.216.111.13 10.0.0.2 s FTP Data: 784 bytes

1

Figure 12.3: Failing FTP—slow client

7. In the preceding case, it was simply a slow client. We solved the problem by
working over it and deleting some unnecessary processes.

If you are facing connectivity problems, it could be due to a non-functioning server, a
firewall that blocks the connection on the way, or software installed on the server or client
that blocks it. In this case, go through the following steps:

1. Was the TCP connection opened properly with the SYN/SYN-ACK/ACK packets? If
not, it could be due to the following:
¢ The firewall that blocks communications. Check with the system
administrator.

¢ The server that is not running. Check this on the server in the process
table, FTP server management, and so on.

¢ A software of the server blocks connectivity. It can be an antivirus that
has an additional firewall that blocks connections, VPN client, or any
other security or protection software.

e Check the connectivity on the client, too. It could be that it is blocked
by a VPN client, a firewall on the client, and so on.

2. In the active mode, the client opens connection to the server that opens another
connection. Make sure that the firewalls on the way support it, or use passive
mode.
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How it works...

There are two modes of FTP: active and passive. In active mode, the server opens another
connection to the client, while in passive mode, it is the client that opens the second
connection to the server. Let's see how it works.

In passive mode, the operations are as shown in the following diagram:

[ _sener )

Data Data Control Data Control
Port 2000 Port 20 Port 21 Port 1025 Port 1024

Figure 12.4: FTP passive mode steps

These are described here:

1. The client opens a control connection from a random port P (1024 in the
example) to server port 21

2. The server answers back from port 21 to the client port 1024

3. Now, the client opens a data connection from the port P+1 (1025 in the example)
to a data port that the server has opened and notified the client about (port 2000
in the example)

4. The server answers from the data port (2000 in the example) to the client port
that initiated the connection, that is, the data port P+1 (1025 in the example)
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In active mode, the operation is slightly different:

1.

The client opens a control connection from a random port P (1024 in the
example) to server port 21
The server answers from port 21 to client port 1024

The server opens the data connection from port 20 to the client port P+1 (1025 in
the example)
The client answers from the data port P+1 (1025 in the example) to server port 20

s

Data Data Control Data Control
Port 2000 Port 20 Port 21 Port 1025 Port 1024

@

Figure 12.5: FTP active mode steps
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There's more...

FTP is a very simple application, and in most of the cases, FTP problems have very simple
solutions. Some examples are as follows:

e Problem 1: I've monitored an international connection with FTP clients on one
side of the network and an FTP server on the other side. The customer
complained about slow performance and blamed the international service
provider. When I checking with the service provider, they said the connection is
nearly not loaded (usage of only 20 percent of a 10 Mbps line), a fact that I
confirmed when I checked the line. When I looked at the TCP issues
(retransmissions, window problems, and so on), there were none. Just to check, I
removed the FTP server and install another one (there are many free ones), and it
started to work. It was a simple problem of an inefficient FTP server.

e Problem 2: A customer complained that when connecting to an FTP server, the
connection was refused after every five or six attempt. When I checked it with
Wireshark, I saw that the FTP connection refused messages (and I already knew
about this from the customer's complaint), so it looked like a dead end. Just to
check, I started to stop the services running on the server, and the problem came
out. It was an antivirus software that was interfering with this specific FTP
server.

The bottom line is: even with Wireshark (and other software), sometimes
common sense will help you more.

Filtering HTTP traffic

There are many filters that can be configured for HTTP. In this recipe, let's concentrate on
the display filters that are mostly used in this context.

Getting ready

Configure port mirror as described in previous recipes, and take a quick look at chapter 3,
Using Capture Filters.
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How to do it...

To configure HTTP filters, you can write the filter expression directly in the display window
bar; open the expression window and choose the HTTP parameters by right-clicking on the
required parameter in the packet pane (as described in chapter 4, Using Display Filters).

There are various filters that can be configured on HTTP.
Name-based filters are as follows:

¢ Requests to a specific website: http.host == "www.packtpub.com"

¢ Requests to websites containing the word PacktPub: http.host contains
"packt.pub"

¢ Requests that were forwarded from PacktPub: http.referer ==
http://www.packtpub.com/

Request methods filters are as follows:

o All GET requests: http.request.method == GET
o AIl HTTP requests: http.request
e All HTTP responses: http.response

o All HTTP requests that are not GET: http.request and not
http.request.method == GET

Error codes filters:

e HTTP error responses (code 4xx for client errors, code 5xx for server errors):
http.response.code >= 400

o HTTP client error responses: http.response.code >= 400 and
http.response.code <= 499

e HTTP server error responses: http.response.code >= 500 and
http.response.code <= 599

e HTTP response code 404 (not found): http.response.code == 404

When you configure a simple filter such as http.host == packtpub,
you don't need to close it in the "" characters. If you need a more complex
string such as packtpubrn or a string of several words, then you will
need to close itin "", for example, "http.host == packtpubrn".
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How it works...

Let's see some details on HTTP.

HTTP methods

The main HTTP requests methods were published in RFCs 2616. There are additional HTTP
methods that were standardized over the years. Additional methods were added later by
updates to RFC 2616 (2817, 5785, 6266, and 6585) and additional standards (RFC 2518, 3252,

5789).

These are the basic methods as described in RFC 2616:

OPTIONS: This is used for client request to determine the capabilities of a web
server.

GET: This is used when we request a URL.

HEAD: This is like GET, but the server should not return a message body in the
response.

pOsT: This is used to send data to the server. For example, when using webmail,
it will be used to send email commands.

DELETE: This is used to request the server to delete a resource identified by the
request URL

pUT: This is used to request that the enclosed entity be stored under the request
URI attached to the request.

TRACE: This is used to request a remote, application layer loopback of the request
message.

CONNECT: This is used to connect to a proxy device.

Status codes

These are the categories of message codes that are standardized by HTTP:

Category | Name Reason
. Provides general information, without any indication of failure
1xx Informational
or success
Indicates that the action requested by the client was received,
2xx Success
accepted, and processed successfully
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N Indicates that further action should be taken by the user agent to
3xx Redirection )
tulfill the request
4xx Client error |[Indicates an error on the client side
5xx Server error |Indicates an error on the server side

Table 12.6: HTTP status codes

A full list of HTTP status codes can be found at http://www.iana.org/assignments/http—
status-codes/http-status-codes.xhtml.

There's more...

In some cases, you will see a line called Line-based text data: text/html under the
HTTP line in the packet details pane. It is shown in the following screenshot:

lo. Time Source Destination Protocol Info

3882 42.165245 81.218.230.244 10.0.0.2 HTTP/1.1 404 Not Found

Fann an arraAn A A A A = A1 AaA AnA A ——n FArer s e e e

- HYPertext |ransTer rProtocol
Line-based text data: text/html @
E HTML PUBLIC "-//W3C HTML 4.01//eEN" "http://www.w3.org/TR/html4/strict.dtd">\r\n
<HTML><HEAD><TITLE>The page cannot be found</TITLE>\r\n
<META HTTP-EQUIV="Content-Type" Content="text/html; charset=Windows=1252">\r\n
<STYLE type="text/css">\r\n
BoDy { font: 8pt/l12pt verdana }\r\n
H1 { font: 13pt/15pt verdana }\r\n
H2 { font: 8pt/12pt verdana }\r\n
A:link { color: red }\r\n
A:visited { color: marocon }\ri\n
</STYLE>\r\n
</HEAD><BODY><TABLE width=500 border=0 cellspacing=10><TR><TD>\r\n
\r\n

<hl>The page cannot be found</hl>\r\n
IT'he page you are looking for might have been removed, had its name changed, or is temporarily unavailable.\r\n|
<hr>\r\n

<p>Please try the following:</p>\r\n

<ul>\r\n

<1i>Make sure that the Web site address displayed in the address bar of your browser is spelled and formatted correc
<1i>If you reached this page by clicking a l1ink, contact\r\n

the web site administrator to alert them that the link is incorrectly formatted.\r\n

EA E TR

Figure 12.7: HTTP error and explanation

You will see the line-based text data right beneath to the HTTP line in the packet details
pane (marked as 1 in the preceding screenshot). Below this, you will see some explanations
(marked as 2 and 3 in the preceding screenshot) for what could be the reason for the error.
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Configuring HTTP preferences

There are some preferences that you can change when working with HTTP. Let's see what
they are.

Getting ready

Start Wireshark and go to the next section.

How to do it...

1. Choose Edit | Preferences.
2. Under Protocols, select HTTP. You will see the following window:

[l Wireshark: Preferences - Profile: Wireless mﬁ
—<
o Hypertext Transfer Protocol
HDCPv2

HOFS Reassemble HTTP headers spanning multiple TCP segments: [

HDFSDATA
HNBAP

Reassemble HTTP bodies spanning multiple TCP segments: [

Reassemble chunked transfer-coded bodies: [

HP_ERM Uncompress entity bodies: [
TCP Ports: |80,3128,3132,5985,8080,8088,11371,1900.28
22
ICMP SSL/TLS Ports: 443
IEEE 80211 = Custom HTTP headers fields: | Edit.
| Eeeso21s4 i il
ISDN z

III.J Help fol 4 H Apply Cancel

Figure 12.8: HTTP preferences

By default, all the four options are checked. These are options that reassemble the HTTP
headers and bodies when fragmentation is performed on the lower layers. In the TCP Ports
field, you will get a list of the port numbers that Wireshark will dissect as HTTP. In this list,
you see the default port 80, ports 8080 and 8088 (usually used for proxies), and others. If
you have an application working with HTTP with a port that is not listed, add it here. Do
the same with HTTPS SSL/TLS Ports—the default is 443. If you use another port, add it
here. Port 80 is listed as the port for Stream Control Transmission Protocol (SCTP)
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Custom HTTP headers fields

Custom HTTP headers fields enable us to create a new HTTP display filters under the
http.header filter.

Let's look at the example in the following screenshot:

Mo, Time Source Destination Protocol Info

41642 822.20741:87.248. 210. 250 10.0.0.9 HWP!)HTTPfi.l 200 oK

A1L AT BAN AATENTIOT NAD 1A ACA An A A A ——— et = 33330 Fa-m

-t e e = s

- Hypertext Transfer Protocol
CHTTP/1.1 200 oK\r\n e T
« [Expert Info (chat/sequence) HTTP/1.1 200 ok\r\n]
Request Version: HTTP/1.1
status Code: 200
Response Phrase: OK
content-Type: textlme\r\n
Accept-Ranges:
ETag: "Odblldfc|
Server: Micros-

Fizld we want to configure
a display filter for

Tte —ott 2011 09:20:49 GMT\r\n

Last-Mud1f1ed wed, 01 Sep 2010 11:21:50 GMTA\r\n
o Content-Length: ?2\r\n
Connection: keep-alive\r\n
\r\n

seXtensible Markup

Now it is only text

O'I' Text item (text), 12 bytes P.. | Profile: Wireless

Figure 12.9: HTTP headers—age

To create a new HTTP display filter under the http.header filter, perform the following
steps:

1. In the HTTP preferences window (marked as 1 in the following screenshot), click
on the Edit... button in Custom HTTP headers fields.
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Bl e vt

Wl wirrane Preferences - Profile Wieeless E |
WA i’ Hyperteat Trarwler Proftoced
HEE R HTTP Peuder ipannig multple TOP mgreeatr
HhEE Frassembie HTTP bodess 3panneng it ple TCP wegrments
bl Redidembie ¢haioe? Yimfer ooned odes ¢
FELL
AIELCA Uncompress entity bodiex
CACL
R TOP Porte  BO3108 1107 5035 5080 B0G0.11 371 2868 27
I O SSLTS Porix 443 I
HOFLDATA
[ | Curiasem HTTP headen Galde l Eas |
i W
[ — I J
BOC . [
o ekl Tabte P Wi —————_
0= Appiy Lancel
it s et b

_®

i Custom HTTP heﬂ.l = ﬁﬂ

Header name: Age @

Field desc: Aging time of ....

[

Figure 12.10: HTTP customer headers fields

Click on New (marked as 2 in the preceding screenshot).

In Header name, enter the name of the filter to be used in extension to
http.header (marked as 3 in the preceding screenshot). For example, if you
want to configure a filter on the age parameter, type the name Age in the Header
name field (case sensitive!).

In the Field desc field, type any description that will remind you what you have
configured. For example, type Aging time of .... (any description will do, it
is just a note).

Click on OK.

In the Display Filter textbox, you will be able to use the http.header.Age filter.
For example, you will be able to configure the display filter http.header.Age
that contains 88482 that will give you all the packets with the Age field that
contains the requested number

You can configure many additional filters with this option.
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This filter configuration is mostly used when you are using proprietary
0 parameters in the HTTP header, and you want to filter accordingly.

How it works...

The reassembly feature is important because there are some cases in which IP fragmentation
is used, and therefore the TCP message is also segmented. Marking the reassembly options
simply tells Wireshark to reassemble the monitored packets (what the receiver side is doing
and is therefore able to understand it).

There's more...

Usually Wireshark shows dissected packets with port 80 as HTTP only if it sees a valid
HTTP header. If you want to see all packets with TCP port 80 as HTTP, perform the
following steps:

1. Go to Preferences and choose TCP in Protocols
2. Uncheck/disable Allow dissector to reassemble TCP streams

Analyzing HTTP problems

The bottom line is, of course, how to analyze the HTTP problems. This is what this recipe is
all about. HTTP problems can happen because of a slow server and/or client, TCP
performance issues, and some other reasons that we will see in this recipe.

Getting ready

When you experience bad performance while browsing the Internet, connect the Wireshark
with port mirror to the PC that experiences the problem. When it is the whole network that
suffers from bad performance, port-mirror the main connection to the Internet or the web
server infrastructure.
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How to do it...

There can be various reasons for a slow browsing problem, and we'll try to figure it out
step-by-step.

The steps are given as follows:

1. First, check that you don't simply have a loaded line to the Internet or core
connections in the network, high error rate on the communications line, or any of
these obvious issues that cause most of the problems (see chapter 5, Using Basic
Statistics Tools chapter and chapter 6, Using Advanced Statistics Tools for further
details).

2. To negate a TCP issue (as explained in detail in Chapter 11, Transport Layer
Protocol Analysis), check the following details:

¢ In the expert info window, you don't get too many retransmissions and
duplicate ACKs (< 1% is still tolerable).

e Make sure that you don't get resets on the HTTP connections. It might
be due to firewalls or site restrictions.

3. Make sure that you don't get the following DNS problems:
¢ Slow response time

¢ Names are not found, not correct, and so on
4. If none of these apply, well! Let's dig in to HTTP.

Don't forget to look at the network and IT environment as a whole. You
cannot separate TCP from HTTP, or DNS problems from the slow
browsing of applications. It could be that you have a very slow HTTP
server; and because of its slow responses, you will get TCP
retransmissions. Or, because of the slow DNS server, you will get a web
page that opens after many seconds. Just go step by step and isolate the
problems.

When you open a web page for the first time, it can take a few seconds. In this case, you
should check the following conditions:

¢ Check whether the line is not loaded.
e Check the delay on the line (a ping to the website will do the job).

¢ Look for error codes. Usually you will see the reason for the error on the browser,
but not always.
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¢ Configure the filter http.response >= 400 and see how many errors you get.
In the following sections, we see several examples of what you should pay

attention to.

Code | Status Explanation
100 |continue Rquest completed successfully and the session can
continue.
101 |Switching The server is changing to a different HTTP version. It will
protocols be followed by an upgrade header.
Table 12.1: HTTP informational codes
Code | Status Explanation
200 |OK Standard OK response
501 |created The request has been fulfilled and a new resource
has been created
202 |Accepted The request was accepted and is still in process
203 Non—-authoritative The request was received with content from
information another server, and it was understood
The request was received and understood, and
204 No content R
the answer that is sent back has no content
505 |Reset content This is a server requefst to the client to reset the
data that was sent to it
206 |Partial content Response for a partial document request
Table 12.2: HTTP success codes
Code | Status Explanation What to do
The requested address refers to more than
300 Multiple one file. It can happen, for example, when the
choices resource has been removed, and the response

provides a list of potential locations for it.
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The requested resource has been moved
Moved
301 permanently. Future requests should be -
permanently
forwarded to the attached URIL.
Usually, you
will see a
Moved Page has been moved temporarily, and the found code,
302 |temporarily new URL is available. Usually, you will be and then
(found) automatically forwarded. another GET to
the URL
indicated
The response to the request can be found in a
303 |See other different URL. It should be retrieved using an |-
HTTP GET to that resource.
When a request header includes an i f
304 |Not modified modified s‘ince Parameter, this code ‘w111 )
be returned if the file has not changed since
that date.
h h
The requested resource must be accessed Check W at
305 |Use proxy proxy 1s
through a proxy. ;
required
Table 12.3: HTTP redirect codes
Code | Status Explanation What to do
The request could not be
h .
understood by the server due Check the website address.
to a syntax problem. The .
400 |Bad request o This can also happen due
request should be modified .
. . to a site error.
by the client before resending
to it.
Authorization The client is denied access Check your username and
401 required due to the lack of assword
authentication codes. p '
402 |Payment required |Reserved for future use.
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The client is not allowed to

Check the credentials.
Also, there are fewer

403 |Forbidden see a specific file. This can be .
. .. |chances that the server is
due to the server access limit.
loaded.
This can be because the
104 |Not found The requested resource could resource‘was deleted, or it
not be found. never existed. It can also be
due to URL misspellings.
The method you are using to
105 Method not access the file is not
allowed supported or not allowed by
the resource.
Content generated by the
106 |Not acceptable resource is not acc.eptable Check/update your
according to the client browser.
request.
Proxy Request authentication is The client must first
407 |authentication required before it can be authenticate itself with the
required performed. proxy.
I k th 1 th .
. ttook the SeTVer ONer tan | check the response time
408 |Request timed out |the allowed time to process
and load on the network.
the request.
Can be because you try to
The request submitted by the |upload a file that is older
. client cannot be completed that the existing one or
409 Conflict
because it conflicts with some |problems alike. Check
established rules. what the client is trying to
do.
Usually, this is a server
The URL requested by the problem. It can be due to a
410 |Gone client is no longer available file that was deleted or
from that system. location was forwarded to
a new location.
. Compatibility issue on a
Content 1 th
i1 onten eng The request is missing its website. Change/update

required

content length header.

your browser.
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. The client has not set up a Compeatibility issue on a
Precondition . . . . -
a1z .. configuration that is required |website. Change/update
ailed . .
for the file to be delivered. your browser.
R t tit i i
113 equest entity The requested file was too big Server limitation.
too long to process.
i14 Request URI too The address you entered was Server limitation.
long overly long for the server.
415 Unsupported media |The file type of the request is Server limitation.
type not supported.

Table 12.4: HTTP client error codes

A simple example for a client error is presented in following screenshot. To get to this
window, perform the following steps:

1. Right-click on the packet with the error code.
2. Choose Follow TCP stream. You should get the following window:

1
GET /poker-client/broadcast.htm HTTP/1.1

CCept: 1mage/git, 1mage/jpeg, 1mage/pjped, image/pjpeg, application/x-shockwave-flash, application
x-ms-application, app11cat1on/x ms-xbap, app?1cat1on/vnd ms-xpsdocument, app11cat1on/xam1+xm1
applicati t1on/msword

Referer: |http://www.888poker.com/poker-client/promotions. htm Ef)

Accept-Language: en-us

Accept-Encoding: gzip, deflate

User-Agent: Mozilla/4.0 (compatible; MSIE 7.0; windows NT 5.1; Trident/4.0; GTB7.1; Mozilla/4.0
(compatible; MSIE 6.0; windows NT 5.1; Svl) ; .NET CLR 1.1. 4322 .NET CLR 2.0. 50727
officeLiveConnector. 1. 3; officeLivepatch.0. 0; .NET CLR 3.0.4506. 2152 .NET CLR 3.5. 30729

InforPath. 1)

Host:]www.888pcker.com

HTTP/1.1 404 Not Found %4)

Date: Sun, 1o oOct 2011 09:11:58 GMT

server: Microsoft-IIS/6.0
srv: 2344432

Figure 12.11: Sample client error
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You can see the following conditions:

e [ tried to browse the URI /poker-client/broadcast.htm(marked as 1 and 3 in
the preceding screenshot)

¢ The URI was forwarded by the referrer:
http://www.888poker.com/poker—-client/promotions.htm (marked as 2
in the preceding screenshot)

e The status code was 404 Not Found (marked as 4 in the preceding screenshot)

Just to clear things, I was not playing poker. I was working on a networking problem.

Code | Status Explanation What to do
The web server encountered an .
- Response that is usually
unexpected condition that )
Internal server . . caused by a problem in
500 prevented it from carrying out the
error . your Perl code when a
client request for access to the CGI procram is run
requested URL. Prog '
501 |[Not implemented The request cannot be executed by A server problem.
the server.
502 |Bad gateway The server you're trying to reach is A server problem.
sending back errors.
Service The service or file that is being
503 . . 3 A server problem.
unavailable requested is not currently available.
The gateway has timed out. This
504 |Gateway timeout |Messageis h'ke the 408 timeout Server is down or non-
error, but this one occurs at the responsive.
gateway of the server.
The HTTP protocol version that
HTTP version you want to use for communicating |Server does not support
505 . . .
not supported with the server is not supported by |the HTTP version.
it.

Table 12.5: HTTP server error codes
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You can get the service unavailable status (code 503) due to various reasons. In the
following example, there is a small office that has the following complaint: they can browse
Facebook, but the moment they click on a link on this site, they get the new page as blocked.
In the following screenshot, you can see that the problem was simply a firewall that blocked
it (obviously):

Filter: tcp.stream eq 100 q Expression.. Clear Apy Save

do. Time Source Destination Protocol Info

1575 31.681519 212.235.1.102 10.0.0.6 HTTP HTTP/1.1 304 Not Modified

1579 31.683136 10.0.0.6 212.235.1.102 HTTP w9 ogo.gif HTTP/1.1

10.0.0.6

HTTP

212.235.1.102 (1

1649 31.758104

v A OO0
HTTP/l.l 503 service Unavailable

-HTTP/1.1[503 service unavailable\r\n |«
connection: ClOSe\r\n
Content-Type: text/html\r\n

« content-Length: 556\r\n
\r\n

Line-based text data: text/html
<HTML><HEAD><TITLE>Web Site Blocked</TITLE>\r\n
</HEAD>\r\n
<BODY text=#ffffff bgColor=#000000>\r\n T —
<P><BR><BR><BR></P>\r\n
<TABLE height=1 width=100% bgColor=#ff0000 border=0>\r\n
<TR>\r\n
<TD>&nbsp; </TD></TR></TABLE>\r\n
<P><BR></P>\r\n
<P align=center><FONT size=5*Web Site Blocked by NETGEAR Fﬁrewa11</FONT></F>\r\n|
<Ps><RR></Ps\ri\n

unavailability ....

Figure 12.12: HTTP service unavailable: firewall blocks

How it works...

In standard HTTP browsing, you should see a very simple pattern, as follows:

e TCP opens the connection (three-way handshake)
e HTTP sends a GET command
e Data is downloaded to your browser

In most of the cases, opening a web page will open multiple connections,
and in many cases, tens of them. For example, when you open a news
page (www.cnn.com, www. foxnews.com, and www.bbc. co.uk), it opens
the main page, bar rolling breaking news, commercials, window reporting
local weather, connections to other sites, and so on. Don't be surprised if a
single page will open nearly hundred connections, or even more.

[396 ]



FTP, HTTP/1, and HTTP/2 Chapter 12

In the case of a web page that opens multiple connections (as most web pages do), each
connection requires a DNS query, response, TCP SYN-SYN/ACK-ACK, and HTTP GET;
only then will the data start to appear on your screen.

There's more...

When you don't see anything in the packet details pane, right-click on a packet and choose
Follow TCP stream. This will give you a detailed window (as shown in the preceding
screenshot), which provides you with a lot of data for the connection.

Another tool that is widely used for HTTP is Fiddler. It can be found at http://fiddler2.
com/. Fiddler is a free tool that is intended for HTTP debugging. It is not in the scope of this
book.

Exporting HTTP objects

Exporting HTTP objects is a simple feature for exporting HTTP statistics, websites and files
accessed by HTTP.

Getting ready

To export HTTP objects, choose File | Export Objects | HTTP.
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How to do it...
To export HTTP objects, follow these steps:

1. You can use this feature when capture is running, or you can save the captured
file. You will get the following window:

PacketnumHostname = Content Type Bytes Filename = b
I 905 suggest.search.conduit.com text/javascript 68 Suggest.ashx?g=www.ndi

917 suggest.search.conduit.com text/javascript 18 Suggest.ashx?g=www.ndi-
922 suggest.search.conduit.com text/javascript 19 Suggest.ashx?g=www.ndi-c
926 suggestsearch.conduitcom text/javascript 20 Suggest.ashx?q=www.ndi-co
929 suggest.search.conduit.com text/javascript 21 Suggest.ashx?g=www.ndi-com
936 suggest.search.conduit.com text/javascript 22 Suggest.ashx?g=www.ndi-com. =
946 suggest.search.conduit.com text/javascript 24 Suggest.ashx?g=www.ndi-com.co
959 suggest.search.conduit.com text/javascript 25 Suggest.ashx?q=www.ndi-com.com
968 news-tags.cisco.com image/gif 85 flashtag.gif?Log=1&uvs_event=impression&vs_base
971 cisco-tags.cisco.com image/gif 85 ntpagetaq.gif?js=18&1ts=1373220804863.443&Ic=ht
973 www.cisco.com text/plain 0 flashtag.txt?Log=1&vs_event=impression&vs_base|
975 www.cisco.com image/gif 85 ntpagetag.gif?js=1&ts=1373220804863.443&Ic=ht
1019 www.ndi-com.com text/html 23527\
1022 www.ndi-com.com text/html 1635 checkform,js
1052 www.ndi-com.com image/jpeg 10549 001ljpg
1072 www.ndi-com.com image/jpeg 11499 Wireshark?20example.jpg
1N0A samanss mli mmme - i Sl EAIO 2 N

{ i »
Help ‘ I Save As I [ Save All ] LCancel I

Figure 12.13: HTTP object export

2. From here you can get a list of the websites that were accessed, including the files
that were accessed in each one of them. You can see the website, file types, size,
and names.

3. You can use the Save As or Save All buttons for saving the data in a file.

4. In the Content Type column, you will see the following contents:

o Text: text/plain, text/html, text/javascript. If it's a JavaScript, check
what is it; it might be a security risk.

e Images: image/jpeg, image/gif, and other types of images. You can
open it with a viewer.

e Applications: application/json, application/javascript, and other types
of applications.

e Any other file of text discovered by Wireshark.
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For the export HTTP objects feature to work, first go to TCP preferences
and enable TCP packets reassembly (allow subdissector to reassemble TCP
streams).

You will get a directory with all the objects captured in the capture file. Objects can be
pictures (for example, packet 1052 and 1057 in the preceding screenshot), text (packets
1019, 1022, and others in the preceding screenshot), and others.

How it works...

This feature scans HTTP streams in the currently opened capture file or the running
capture; takes reassembled objects such as HTML documents, image files, executable files,
and other readable formats; and lets you save them to a disk. The saved objects can then be
opened with the proper viewer, or they can be executed in the case of executable files just
by clicking on them. This feature can be helpful for various purposes, including
eavesdropping and saving objects for backup (for example, files that were sent through e-
mails).

There's more...

You have several pieces of software that perform the same things graphically and provide
visualization of statistics; some of them are as follows:

o XpliCO: http://www.xplico.org/
o NetworkMiner: http://www.netresec.com/?page=NetworkMiner

When you see an unknown website with an application that you don't
know and a filename that looks suspicious, Google it; it might be a risk
(we will get back to this in the security chapter).
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HTTP flow analysis

The follow TCP stream feature, discussed in brief earlier in the book, is a very helpful
feature that can help you with an in-depth understanding of the TCP flows that are
captured when you monitor the network. In this recipe, we will see some of its advantages.

Getting ready

Port-mirror the device or link you want to monitor and start packet capture.

How to do it...

To open the Follow TCP Stream window, perform the following steps:

1. Right-click on one of the packets in the stream you want to view.

2. The stream you choose is filtered by the Wireshark. You will see this in the
display filter bar that will show you the number of stream in the capture. You
will see the following window:

-FolrchCPStream. &« WES T IPN SEAENT OF™ . B {E@ﬂ

| Stream Content

GET /web fw/1tc/h/homﬂ responsive.bottom.1.0.min.js HTTP/1.1 ()
Host www c1sco com

a
Gecko/ZOlOOlOl F1refox/22 0
Accept: ¥/¥

Accept- Language en-uUs,en; g=0.5

Referer:
Cookie: |
Connection: keep- alive

If-None-mMatch: "4de835a8b4000"

| HTTP/1.1 200 OK 5
| [erver: Apache [G
|| ETag: 4de835a8ba000

U Accept-Ranges: bytes
L
L

| \:‘:n rv: Arrant-Enradinn - Data format -
Entire conversation (65998 bytes) Z|
1 Eind I Save As I Print I[ ASCH EBCDIC Hex Dump C Arrays @ Raw ]

[ Help Filter the stream out of FillerOutTnisSlream‘
| the packet list = 2

htt- / /W éiséo.cam/
.92.1373026128236706

Figure 12.14: Follow TCP stream

[ 400 ]



FTP, HTTP/1, and HTTP/2 Chapter 12

3. You can see the stream details, for example:
¢ The GET method (marked as 1 in the preceding screenshot)

¢ The requested HOST(marked as 2 in the preceding screenshot)

The client type, Mozilla Firefox in this case (marked as 3 in the
preceding screenshot)

The referrer, Cisco in this case (4 in the screenshot)
The HTTP OK response (5 in the screenshot)
¢ The server type (6 in the screenshot)

4. These are obvious examples. When having problems, or just issues to investigate,
you will be able to see many types of parameters here that will indicate the
following cases:

e A user is using a Kazza client (as shown in the following screenshot)
for file sharing (is it allowed in your organization?).

i Follow TCP Stream " - = | [E) |-

Stream Content

GET /.hash=329454144dead40a9053bde37593a5ale9ce21a38 HTTP/1.1 -
Host: 221.147.14.59:80
UserAgent: KazaaClient Jul 6 2002 17-84-12

X-Kazaa-Username: Joe-Jer-il User name
X-Kazaa-Network: KazZaA
X-Kazaa-IP: 192.168.130.63:3758 Internal IP address i

|| [ X-Kazaa-SupernodeIP: 68.49.207.58%80

Connection: close

|l X-Kazaa-xferid: 12198818

I|| X-Kazaa-Xferuid: VQEwISDcyVvERYTXFuyabJIMOADU9qIM/eQhlPvpg6Kx0=

m

HTTP/1.0 503 service Unavailable
Retry-After: 189 |

X-Kazaa-Username: pandnr
X-Kazaa-Network: KaZaAgl Kazaa network
X-Kazaa-IP: 221.147.14.59:3799

||| X-Kazaa-SupernodeIP: 128.125.250.24:1355 -

Entire conversation (542 bytes) E| W
| |

[ End | saveas | pint | asco ! EBCDIC ) Hex Dump 1 C Arrays © Raw N
I Filter Out This Stream ] [ Close ]
J — |

Figure 12.15: Follow TCP stream—parameters
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¢ In the following screenshot, you can see a software bug. A quick
Google search shows that it is an historical one, but other bugs can

also be found in this way.

[l Follow TCP Stream

Stream Content

U= TAL LD STWALRGYI UJ’/OAJLJUTLULJU,
shs=BAQAAATW7gVNCAAAAAVUABFEJIKMSNywx9FeE3hj6uunEOXmK5Q0]5ZepcY0*
connection: keep-alive]

HTTP/1.1 403 Forbidden
y Date: Thu, 24 Jan 2013 04:43:12 GMT

server: IBM_HTTP_Server

vary: Accept-Encoding

Content-Encoding: gzip

Content-Length: 179

Keep-Alive: timeout=60, max=50

connection: Keep-Alive

- —charset=150-8859-1
X-Pad: avoid browser bug

M - N 4 AN Mwn T 8 m 2ATIT PY e r f 1 n

Entire conversation (1593 bytes)

Eind Save As Print ASCH EBCDIC Hex Dump

Help

PSSO ... 7 W YW

=iy X

C Arrays @ Raw

| Filter Out This Stream | Close

Figure 12.16: Follow TCP stream—more info

5. You can also check for the following:
¢ Error and bugs messages

¢ Viruses and worms. Names such as blast, probe, and
Xprobe, especially when you see them with a .exe
extension, should ring a big warning bell (more details
about this issue will be provided in chapter 19, Security
and Network Forensics)
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How it works...

The follow TCP stream feature simply analyzes the TCP data from the first SYN-
SYN/ACK/ACK handshake to the end of the connection, which is indicated by RST of the
FIN packets. It also isolates the specific stream, helping us to follow the errors and problems
in it.

There's more...

There are many problems that can be found and allocated using the follow TCP stream
feature, and it will be discussed further in the next chapters. Use this feature to isolate a
TCP stream.

Analyzing HTTPS traffic - SSL/TLS basics

HTTPS is a secure version of the HTTP. The S means that it is secured by Secure Socket
Layer (SSL)/Transport Layer Security (TLS). It is used when you connect to your bank
account, Webmail service, or any other service that runs over HT'TP and requires security.

In this recipe, we will see how it works and what can fail when we are using HTTPS
communications.

Getting ready

Port-mirror to the suspected device or link that forwards traffic from several devices, and
start the capture. HTTPS works with TCP port 443, and this is what you should watch,
unless you have a custom application that uses different ports, as discussed in the
Configuring HTTP preferences recipe.

How to do it...

To monitor HTTPS sessions, perform the following steps:

1. HTTPS session establishment can be done in four or five steps. It is described in
the How it works... section of this recipe.
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2. Watch the order of the packet in the session establishment, and make sure the
messages you get are according to the order shown in the following diagram (in
brackets, you'll see what should be shown in the packet):

Client Client Open connection to web server Server
(Client Hello)

@ >

Server sends it’s public key
(Server Hello)

®

Server generates private key
(Certificate, Server Key Exchange, Server Hello Done)

<€

Client send a new symmetric key
(Client Key Exchange, Change Cipher Spec,
Encrypted Handshake Message)

Server send New Session Ticket (Optional)
(New Session Ticket, Change Cipher Spec,
Encrypted Handshake Message)

Communications starts

Figure 12.17: HTTPS secure connection establishment

3. Followings are the common alerts (and their levels) described in RFC 2246. Alert
levels indicate the severity of the messages, and messages with a level of fatal
result in termination of the session.

e close_notify (Alert level = 0):This message notifies the
recipient that the sender has finished sending messages on this
connection. The session can be resumed later.

e unexpected_message (10): This alert is returned if an inappropriate
message was received. This is a critical error that can indicate a bad
implementation on one of the sides.

e bad_record_mac (20): This alert is returned if a record is received
with incorrect Message Authentication Code (MAC). This is a critical
error that can indicate a bad implementation on one of the sides.

e decryption_failed (21): This alertis returned if a TLS ciphertext
was decrypted in a wrong way. This is a critical message that can
indicate a bad implementation on one of the sides.
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e record_overflow (22): This alertis returned if a TLS ciphertext
record was received with a length longer than allowed length. This is a
fatal error, and it usually indicates a bad implementation on one of the
sides.

e decompression_failure (30): This message indicates that a
decompression function received a wrong input. This is a critical error
that can indicate a bad implementation on one of the sides.

® handshake_failure (40):Reception of this alert message indicates
a negotiation error that occurred when the sender was unable to
negotiate the set of security parameters, given the options available.
This is a critical error that can indicate a bad implementation on one of
the sides.

e bad_certificate (42): Thisis a certificate error. It occurs when a
certificate is corrupt, contains signatures that were not verified
correctly, or any other error.

e unsupported_certificate (43): Thisindicates that the received
certificate was not of the supported type.

e certificate_revoked (44): Thisindicates that a certificate was
canceled by its signer.

e certificate_expired (45): This indicates an invalid certificate or a
certificate that has expired.

e certificate_unknown (46):Thisindicates that a certificate was not
accepted due to unspecified reason.

e illegal_parameter (47): This tells that a field in the handshake
process was out of range or inconsistent with other fields. This is a
critical error that can indicate a bad implementation on one of the
sides.

e unknown_ca (48): This indicates that a valid certificate was received,
but was not accepted because it couldn't be matched with a known,
trusted CA. This is a critical error and should be checked with the
certificate issuer.

e access_denied (49): This tells that a valid certificate was received,
but it was not approved by the access control of the receiver, and the
sender decided not to proceed with negotiation.

e decode_error (50): This tells that a message was too long and,
therefore, could not be decoded. This is a critical error that can indicate
a bad implementation on one of the sides.
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e decrypt_error (51):Thisindicates that a handshake cryptographic
operation failed, including the ones that failed due to signature
verification, key exchange, or validation of a finished message.

e export_restriction (60): This tells that a negotiation which is not
compliance with export restrictions was detected.

e protocol_version (70): Tells that the protocol version which the
client has attempted to negotiate is not supported.

e insufficient_security (71): This is returned when a negotiation
has failed because the server required ciphers with higher security than
those supported by the client.

e internal_error (80):Thisis an internal error not related to the
peer of the connection.

e user_canceled (90): This tells that the handshake was canceled for
a reason other than a protocol failure.

® no_renegotiation (100): This is sent by the client or the server in
response to a hello request after the initial handshaking.

In each one of the failures mentioned, the connection will not be established.

How it works...

SSL and TLS are protocols that secure a specific application, for example, HTTP, SMTP,
Telnet, and others. SSL Versions 1, 2, and 3 were developed by Netscape in the mid 1990s
for their Navigator browser, while TLS is a standard from the IETF (RFC 2246, RFC 4492,
RFC 5246, RFC 6176, and others). TLS 1.0 was first introduced in RFC 2246 in January 1999
as an upgrade of the SSL Version 3.0 (third paragraph at
http://tools.ietf.org/html/rfc2246).

The TLS handshake protocol involves the following procedures for establishing a TLS
connection:

1. Exchange hello messages to agree on the algorithms to work with, and exchange
random values for the key generation

2. Exchange the necessary cryptographic parameters to allow the client and the
server to agree on a pre-master secret key

3. Exchange certificates and cryptographic information to allow the client and
server to authenticate each other
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4. Generate a master secret key from the pre-master secret and exchanged random
values

5. Allow the client and server to verify that their peer has calculated the same
security parameters and that the handshake occurred without being tampered by
an attacker

Filter:
No.
157
158
159
160
161
162
163
164
165
166
167
168
169
170

(tcpstream eq 14)

Time

16.
16.
16.
16.
1775
117/
17.
17/
17.
17.
17/
17.
1y
17.

866912
953453
953528
954763
040545
043587
043715
043790
066539
152661
154064
154412
154416
154515

Source

10.0.0.3
173.194.34.86
10.0.0.3
10.0.0.3
173.194.34.86
173.194.34.86
173.194.34.86
10.0.0.3
10.0.0.3
173.194.34.86
10.0.0.3
10.0.0.3
10.0.0.3
173.194.34.86

3 Expression...

Destination
173.194.34.
10.0.0.3
173.194.34.
173.194.34.
10.0.0.3
10.0.0.3
10.0.0.3
173.194.34.
173.194.34.
10.0.0.3
173.194.34.
173.194.34.
173.194.34.
10.0.0.3

Clear Apply Save

Protocol

Info

86 TCP 62900 > https [SYN] Seq=0 Win=8192 Len=0 MSS=14
TCP https > 62900 [SYN, ACK] Seq=0 Ack=1 wWin=62920
86 TCP 62900 > https [ACK] Seq=1 Ack=1 Win=66792 Len=0
8(1)[TLSvi _client Hello |
TCP https > 62900 [ACK] Seq=1 Ack=173 win=64000 Len:
[TLsvl  server HeTlo |
| TLsvl certificate, Server Key Exchange], Server Hello
86 TCP 62900 > https [ACK] Seq=173 Ack=1936 Win=66792
8(a)[ TLSvI Client Key Exchange, Change Cipher Spec,| Encryp
(5)| TLSvl New Session Ticket, Change Cipher Spec, Encrypt
86 TLSvl Application Data
86 TCP [TCP segment of a reassembled PDU]
86 TLSvl Application Data
TLSvl Application Data

Figure 12.18: HTTPS secure connection establish: packet flow

Let's see how it works. In the preceding screenshot, we see how TCP SSL/TLS establishes a
connection (packets 157-158-159) and packet 160 starts the TLS handshake. Let's see the
details:

1. Select cryptographic algorithms:
¢ As seen in packet 160, the client sends a Client Hello message that
starts the negotiation (1)

e The server responds with a Server Hello message (2), as seen in packet

162

2. Asseen in packet 163, the server sends a certificate to the client (3)

3. With this certificate, the client authenticates the server, takes the certificate, and
generates the pre-master key (4), as in packet 165

4. The server generates master key (5), as in packet 166

5. The handshake between the server and client completes and the transactions
begin, as you can see in packet 167 onward
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This refers to a mechanism (defined in RFC 4507) that enables the TLS
server to resume sessions and avoid keeping the per-client session state.
The TLS server encapsulates the session state into a ticket and forwards it
to the client. The client can subsequently resume a session using the
obtained ticket. This happens, for example, when you reopen a connection
to your Webmail account (Gmail and so on) and is common to these
scenarios.

Communication between the client and the server will start after step 4 or 5.
Let's look at each one of them:

In step 1, packet 160 is a Client Hello message that is the first packet in the TLS handshake.
Some of the parameters that we can see are shown in the following screenshot:

jho. Time Source Destination Protocol Info

2 Secure Sockets Layer

r_ILSul_Reca:d.Layﬂ:;_Handshake_r tocol: Client Hello
Content Type: Handshake (22) @

version: TLS 1.0 (0x0301)

Length: 167
| = Handshake Protocol: Client Hello |(:)
Handshake Typei} Client Hello (1)

version: TLS 1.0 (0x0301) E@

- Random - 4
gmt_unix_time: Jul 9, 2013 07:28:40.000000000 Jerusalem Daylight T%
random_bytes: 3c08aa7lb98abebe6d339bl2cc3fe5531647ecl0020ch5b5. . .

Session ID Length: O @J

Cipher Suites Length: 72
| = cCipher suites (36 suites) |@
Compression Methods Length: 1
| = Compression Methods (1 method) | @
Extensions Length: 50
= Extension: server_name
« Extension: elliptic_curves
« Extension: ec_point_formats
« Extension: SessionTicket TLS

Figure 12.19: HTTPS client hello
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These parameters are explained here:

e The area highlighted as 1 shows that the content of the packet is a handshake
(ssl.record.content_type == 22).

e The area highlighted as 2 shows that the packet is a Client Hello message sent
from the client to the web server. This message starts the handshake.

¢ The area highlighted as 3 shows the highest SSL and TLS version supported by
the client.

¢ Area 4 shows the client time that will be used in the key generation process.

e The area highlighted as 5 shows the random data that is generated by the client
for use in the key generation process.

e Area 6 shows the ciphers supported by the client. The ciphers are listed in order
of preference.

¢ The area highlighted as 7 shows the data compression methods that are
supported by the client.

As shown in the following screenshot, packet 162 is a Server Hello message, which includes
the following details:

Filter: | ((tcp.stream eq 14)) ?Emression._ Clear Apply Save
fNo. Time Source Destination Pratocol Info
le2 17.043587 173.194.34.86 10.0.0.3 TLSvl Server Hello

4 m

S Secure sockets Layer
= TLSvl Record Layer: Handshake Protocol. Server Helle
|
2

| Content Type: Handshake (22)

Lversion: TLS 1.0 (0x0301) |
Length: 101

= Handshake Protocol: Server Hello

|_Handshake Type: Server Hello (ZJI(:)

Length: 97
version: TLS 1.0 (0x0301)
= Random

gmt_unix_time: Jul 9, 2013 07:28:38.000000000 Jerusalem Daylight Timé?D
random_bytes: f597abb75c6cb552d90ab3224feb6242864b680ed50e180a. ..
Session ID Length: 0 5
Cipher Suite: TLS_ECDHE_RSA_WITH_RC4_128_SHA (0xc011)|(:)
Compression Method: null (0)
Extensions Length: 57
« Extension: server_name
« Extension: renegotiation_info
+ Extension: ec_point_formats
+ Extension: SessionTicket TLS
+ Extension: next_protocol_negotiation

Figure 12.20: HTTPS server hello
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These details are explained here:

e The area highlighted as 1 shows that the content of the packet is a handshake
(ssl.record.content_type == 22).

¢ The area highlighted as 2 shows the TLS version that will be used in this session.

e Area 3 shows that the packet is a Server Hello message sent from the server to
the client.

¢ Area 4 shows the server time used in the key generation process.

e The area highlighted as 5 shows the random data that is generated by the server
for use in the key generation process.

¢ The area highlighted as 6 shows the cipher suite to be used in this conversation. It
is chosen from the list of ciphers sent by the client.

¢ The area highlighted as 7 shows the data compression method that will be used
for the session.

The next packet is the response from the server issuing a certificate:

Filter: | ((tepstream eq 14)) [ ] Expression. clear Apply save

0. Destination Protocol Info

Time Source
163 17.043715 173.194.34.86 10.0.0.3 TLSV1l Certificate, Server Key Exchange, Server Hello Done

« i 3

@ Frame 163: 559 bytes on wire (4472 bits), 559 bytes captured (4472 bits) on interface 0
@ Ethernet II, Src: D-LinkIn_f4:7b:a2 (14:d6:4d:f4:7b:a2), Dst: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73)
« Internet Protocol Version 4, Src: 173.194.34.86 (173.194.34.86), Dst: 10.0.0.3 (10.0.0.3)
= Transmission Control Protocol, Src Port: https (443), Dst Port: 62900 (62900), Seq: 1431, Ack: 173, Len: 505
@ [2 Reassembled TCP Segments (1829 bytes): #162(1324), #163(505)]
= Secure Sockets Layer
@ TLSvl Record Layer: Handshake Protocol:|Certificate III]
2 TLSvl Record Layer: Handshake Protocol:|Server Key Exchange|(ZJ
o TLSv1 Record Layer: Handshake Protocol:[Server Hello Done |3 ]

Figure 12.21: HTTPS server certificate
It is explained as follows:

e The area highlighted as 1 shows that the server sends the Certificate command,
which includes the server's certificate. By clicking on the (+) sign on the left of this
line and digging in to the details, you will see the certificate issuer, validity time,
algorithm, and other data.
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e Area 2 shows that the server sends the Server Key Exchange command (usually
Diffie-Hellman), including the required parameters (public key, signature, and so
on).

¢ The area highlighted as 3 shows that the server sends the Server Hello
Done command. This command indicates that the server has completed this
phase of the SSL handshake. The next step is the client authentication.

The next packet (packet 165 in this example) is the response from the client, accepting the

certificate and generating a pre-master key.

Filter: ((tcp.stream eq 14))

No. Time

165 17.066539

Source

10.0.0.3

ElExpression... Clear Apply Save

Info

Destination Protocol

173.194.34.86 TLSvl

4

Client Key Exchange

I
Secure Sockets Laver

1 TLSvl Record Layer: Handshake Protoco1:lc1ient Key Exchangel
Content Type: Handshake (22) T
version: TLS 1.0 (0x0301)
Length: 70
1 Handshake Protocol: Client Key Exchange
Handshake Type: Client Key Exchange (16)
Length: 66
- EC Diffie-HelIman Client Params
Pubkey Length: 65
pubkey: 04dc3f11956841d6665992ff5a2f5ch13e7577a91e8b3000...

= TLSvl Record Layer: Change Cipher Spec Protocol: lchange Cipher Spec,
Content Type: Change Cipher Spec (20) T

version: TLS 1.0 (0x0301)

Change Cipher Spec Message

Length: 1
s TLSvl Record Layer: Handshake Protocol: Encrypted Handshake Message

Figure 12.22: HTTPS client pre-master key
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It is explained as follows:

e The area marked as 1 shows that the client sends the Client Key Exchange
command. This command contains the pre-master secret that was created by the
client and was then encrypted using the server's public key. The symmetric
encryption keys are generated by the client and the server, based on the data
exchanged in the client and server hello messages.

o The area marked as 2 shows that the client sends the Change Cipher Spec

notification to the server. This is done in order to indicate that the client will start
using the new session keys for hashing and encryption.

The last step is when the server sends a New Session Ticket to the client, and it will look
like the example in the following screenshot:

Filter: | ((tcp.stream eq 14)) EExplessmnm Clear Apply Save

0. Time Source Destination Protacol Info

166 17.152661 173.194.34.86 10.0.0.3 TLSvl New Session Ticket, Change Cipher Spec, Encrypted Handsha

< [1I}

= Frame 166: 280 bytes on wire (2240 bits), 280 bytes captured (2240 bits) on interface 0
= Ethernet II, Src: D-LinkIn_f4:7b:a2 (14:d6:4d:f4:7b:a2), Dst: HonHaiPr_c7:8e:73 (60:d8:19:c7:8e:73)
= Internet Protocol Version 4, Src: 173.194.34.86 (173.194.34.86), Dst: 10.0.0.3 (10.0.0.3)
= Transmission Control Protocol, Src Port: https (443), Dst Port: 62900 (62900), Seq: 1936, Ack: 331, Len: 226
= Secure Sockets Layer
= TLSvLl Record Layer: Handshake Protocol:[New Session Ticket |
@ TLSvl Record Layer: Change Cipher Spec Protocol: Change Cipher Spec
@ TLSv1l Record Layer: Handshake Protocol: Encrypted Handshake Message

Figure 12.23: HTTPS server new session ticket

There's more...

I've been asked several times whether it is possible to decrypt sessions that are encrypted
with SSL/TLS. Well, it's possible if you have the private key, which is provided to you by
the server you connect to; and to get it is not an easy thing to do.

There are methods to hijack this key, and in some cases they will work. It is not an obvious
thing to do, and in any case it is not the goal of this book. If you get the private key, you
simply add it in the protocol list in the preferences window and continue from there.
Additional details about this feature can be obtained from http://wiki.wireshark.org/
ssL, as well as from many other websites and blogs.
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DNS Protocol Analysis

This chapter covers the following topics:

¢ Analyzing DNS record types

¢ Analyzing regular DNS operations

¢ Analyzing DNSSEC regular operations
¢ Troubleshooting DNS performance

Introduction

DNS is a name resolution protocol that is used to resolve domain names to IP addresses.
The internet is nothing more than a collection of network domains connected together with
unique IP addresses as the identifier. It is not practically possible to remember each domain
or the device based on an IP address. Instead, it is lot easier to remember the domains using
names, and use some dynamic way of converting the names to an IP address.

DNS is a distributed client/server-based communication model. DNS is an application layer
protocol where the client will send a DNS query carrying the domain name to the server,
which in turn will respond with a DNS response for the respective IP address associated
with the domain name. DNS runs on UDP port number 53. The server will maintain a
database with a unique domain name and the associated IP addresses. The database can
maintain the domain name or the hostnames within the domain. The functionality of
converting the domain names to an IP address is known as DNS lookup.
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The DNS domain name space is hierarchical in nature, that is, it is subdivided into different
domains that makes it flexible and scalable. The DNS hierarchy comprises the following
components:

ROOt n-u

Top Level .co# .ed% .or% .go% .net

Second Level

company1.co
Sub Domain

Finance.company1.co

Server1.Finance.company1.com

Figure 13.1: DNS hierarchy

In this chapter, we will discuss the basic principles of the DNS protocol, the functionality,
commonly faced issues, and the use of Wireshark to analyze and troubleshoot the protocol.
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Analyzing DNS record types

The DNS database is a collective set of DNS records, where each record is an entry in the
database comprising a label, class, type, and data with instructions about how to handle the
request for the respective record. While there are a lot of record types available for solving
different purposes, a few of the commonly encountered record types are A record, AAAA
record, and CNAME.

In this recipe, we will discuss various common DNS record types and see how Wireshark
can be used to analyze the associated behavior and issues.

Getting ready

To analyze the types of DNS records, we need to capture the DNS query and response
packets. In order to do so, connect Wireshark to the path between the client and the DNS
server and capture the packets.

How to do it...

In the previous diagram, trigger a DNS query from the client to the name server and
capture the DNS query packet for record type analysis. The DNS query can be triggered
from the client using different mechanisms, which may vary depending on the
configuration, software version, vendor platform, and so on of the client. The following are
few examples that we could use to trigger the query from the client:

e Open a web browser on the client and type a URL, such as www.packtpub.com.

¢ Open a terminal and trigger a ping to a known domain name. In Ubuntu and
other Linux distributions, ping xyz.com will trigger a DNS query to resolve an
IPv4 address while ping6 xyz.com will trigger a DNS query to resolve an IPv6
address of the domain.
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e Use a tool such as dig, a CLI-based tool that can be used to trigger a DNS query

for different types of DNS records.

Internet Protocol Version 4, Src: 10.0.128.1, Dst: 192.168.0.7
User Datagram Protocol, Src Port: 28629, Dst Port: 53
Domain Name System (query)

Response In: 31

ransaction ID: Ox5288

4 Y 9v7YY

Frame 3@: 90 bytes on wire (720 bits), 9@ bytes captured (720 bits)
Ethernet II, Src: fa:16:3e:cd:a9:38 (fa:16:3e:cd:a9:38), Dst: fa:16:3e:88:9d:85 (fa:16:3e:08:9d:85)

[Label Count: 3]
Type: AAAA (IPv6 Address) (28)
Class: IN (0x@001)

v Additional records

v <Root>: type OPT
Name: <Root=>
Type: OPT (41)
UDP payload size: 4096
Higher bits in extended RCODE: ©x@@
EDNS® version:
v Z: @xeeeo

.000 0002 9000 0000 = Reserved: 0x0000
Data length: @

v Flags: @x@1@0 Standard query
@.ct 2evs wsss »2.. = Response: Message is a query
.000 @... .... .... = Opcode: Standard query (@)
««®. .... .... = Truncated: Message is not truncated —»DNS Query
e+l suus sees = Recursion desired: Do query recursively Packet
0., ... = Z: reserved (0)
wees sess 22s® .... = Non-authenticated data: Unacceptable
Questions: 1
Answer RRs: @
Authority RRs: @
Additional RRs: 1
¥ Queries
¥ c¢sr2v6.companyl.com: type AAAA, class IN
Name: csr2v6.companyl.com
[Name Length: 19] ——*Record type is AAAA

Qe wsse wses waee = DO bit: Cannot handle DNSSEC security RRs

Figure 13.2: DNS query

The preceding screenshot is a sample capture of a DNS query that was triggered for an
AAAA record type. The query type will be set to DNS standard query. Any query must
carry the domain name for which the record should be resolved and the type of record

requested.
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Frame 31: 118 bytes on wire (944 bits), 118 bytes captured (944 bits)
Ethernet II, Src: fa:16:3e:08:9d:85 (fa:16:3e:08:9d:85), Dst: fa:16:3e:cd:a9:38 (fa:16:3e:cd:a9:38)
Internet Protocol Version 4, Src: 192.168.0.7, Dst: 10.0.128.1
User Datagram Protocol, Src Port: 53, Dst Port: 28629

Source Port: 53

Destination Port: 28629
Length: 84

Checksum: @xd5af [unverified]
[Checksum Status: Unverified]
[Stream index: @]

<

Domain Name System (response)

Request In: 3@
[Time: @.0@155580@ seconds]
Transaction ID: ©@x5288
Flags: @x858@ Standard query response, No error
Questions: 1
Answer RRs: 1
Authority RRs: @
Additional RRs: 1

Queries
¥ csr2v6.companyl.com: type AAAA, class IN
Name: csr2v6.companyl.com
[Name Length: 19]
[Label Count: 3]
Type: AAAA (IPv6 Address) (28)
Class: IN (0x@001)

— > DNS Response

¥ Answers

»

v csr2v6.companyl.com: type AAAA, class IN, addr 2001:2222::2

Name: csr2vb.companyl.com
Type: AAAA (IPv6 Address) (28)
Class: IN (0x9001)

Time to live: 10

Data length: 16

AAAA Address: 2001:2222::2

itiona records

Figure 13.3: DNS response

The preceding screenshot is the sample capture of the DNS response for the query in Figure
13.2. For ease of analysis, Wireshark highlights the packet number of the DNS query in the

DNS response packet. The preceding is the response that carries AAAA record response for
the domain name that was requested by the client.

For each DNS query requesting any record type, there must be a response for the respective
record from the server. If we don't see any such response or get a negative response, it
indicates some issue that needs additional analysis. For example, a missing record in the
server database for the queried record type might result in responding with an error
message.
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How it works...

There are different DNS record types serving different purposes. We will discuss some of
the commonly seen record types and their purpose.

SOA record

Start of authority (SOA) is a resource record type that contains administrative information,
such as global parameters and configuration of each DNS zone that is part of the domain for
which the DNS server is responsible for name resolution. The definition and record format
for SOA is defined in RFC 1035.

¥ Queries
v kernel.org: type S0A, class IN
Name: Kernel.org
[Name Length: 1@]
[Label Counmt: 2]
Type: SOA (Start Of a zone of Authority) (6)
Class: IN (@0x@001)
v Answers
v kernel.org: type S0A, class IN, mname nsll.constellix.com
Name: Kernel.org
Type: SOA (Start Of a zone of Authority) (6)
Class: IN (@x@e0e1l)
Time to live: 8640
Data length: 47
Primary name server: nsll.constellix.com
Responsible authority's mailbox: dns.constellix.com
Serial Number: 2815010376
Refresh Interval: 43288 (12 hours)
Retry Interval: 360@ (1 hour)
Expire limit: 1209680 (14 days)
Minimum TTL: 188 (3 minutes)
v Authoritative nameservers
» <Root=: type NS, class IN, ns
<Root=: type N5, class IN, ns
<Root=: type NS5, class IN, ns
<Root=: type NS, class IN, ns
<Root=: type NS, class IN, ns
<Root=: type NS, class IN, ns
<Root=: type NS, class IN, ns
<Root=: type N5, class IN, ns
<Root=: type N5, class IN, ns
<Root=: type NS, class IN, ns
<Root=: type NS, class IN, ns
<Root=: type NS, class IN, ns
» <Root=: type NS, class IN, ns
» Additional records

. root-servers.net
. root-servers.net
« root-servers.net
. root-servers.net
. root-servers.net
. root-servers.net
. root-servers.net
. root-servers.net
. root-servers.net
. root-servers.net
. root=servers.net
.root-servers.net
. root-servers.net

Y Y Y Y YYYVYVYYY
O =M IJTOoO —~n o= x 3

Figure 13.4: SOA resource record
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The preceding screenshot is a sample capture of an SOA resource record. Each zone will
have just one SOA record with the following details:

Name of the zone: Defines the name of the zone within the domain.

Primary nameserver: DNS master for the domain. This acts as the primary source
of data records for this zone.

Responsible authority: Mailbox info of the authority responsible for this zone.

Serial number: This value is sequentially incremented for each zone transfer. It
can be considered the current version of the DNS database.

Time intervals: Different refresh and retry intervals.

A resource record

An A resource, also known as address record, is the resource record that stores the IPv4
address associated to the domain name. This is one of the most commonly seen records on
the internet. More than one IP address may be associated with the same domain name for
load balancing purposes. So it is common to see multiple A records in the DNS response

packet.

» Frame 38: 120 bytes on wire (960 bits), 120 bytes captured (960 bits)
» Ethernet II, Src: fa:16:3e:08:9d:85 (fa:16:3e:08:9d:85), Dst: fa:16:3e:cd:a9:38 (fa:16:3e:cd:a9:38)
» Internet Protocol Version 4, Src: 192.168.0.7, Dst: 10.0.128.1
» User Datagram Protocol, Src Port: 53, Dst Port: 35280
v Domain Name System (response)
Request In: 37
[Time: ©.001240000 seconds]
Transaction ID: @xcc3c
Flags: @0x8580 Standard query response, No error
Questions: 1
Answer RRs: 2
Authority RRs: @
Additional RRs: 1
Queries
2 3 Bt A las IhL
Answers
v csr2.companyl.com: type A, class IN, addr 192.168.2.2
Name: csr2.companyl.com
Type: A (Host Address) (1)
Class: IN (0x0001)
Time to live: 10
Data length: 4
Address: 192.168.2.2
v csr2.companyl.com: type A, class IN, addr 192.168.9.6
Name: csr2.companyl.com
Type: A (Host Address) (1)
Class: IN (@xeee1)
Time to live: 1@
Data length: 4
Address: 192.168.0.6
Additional records

v

«

|

v

Figure 13.5: A resource record
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The preceding screenshot is a sample capture of an A record response with multiple IP
addresses associated with the same domain name. In the preceding screenshot,
192.168.2.2and 192.168.0. 6 are associated with the hostname csr2.company1l.com.
The DNS server, upon receiving the DNS query for csr2.companyl. com, will respond
with multiple answer objects, with each object carrying one IP address and the associated
details. How or what IP address is used by the client is a local matter and it is
implementation-specific.

AAAA resource record

An AAAA resource record, also known as IPv6 address record, is a resource record that
stores the IPv6 address associated with the domain name. More than one IPv6 address may
be associated with the same domain name for load balancing purposes. So it is common to
see multiple AAAA records in the DNS response packet.

The sample capture shown in preceding is an AAAA record. As with an A record, the DNS
response may carry more than one AAAA record in the response if there are more than one
IPv6 address is associated with the domain name.

CNAME resource record

A CNAME resource record, also known as a canonical name record, is the resource record
used to specify that a domain name is an alias for another domain name. A CNAME record
will always point to another domain name and it will not point to any IP address. This
record helps with seamless domain name change from one to another without impacting
the end users.

‘ CNAME record

Foo.example.com Bar.example.com CNAME

Bar.example.com 10.1.1.1 IP

Figure 13.6: CNAME record

In the previous example, we see foo.example. comis the alias name created for
bar.example.com. When the server receives a request for foo.example. com, it replies
with a CNAME carrying the new domain name bar . example.com. The client will in turn
send a request for bar.example.com to resolve the IP address. It will be transparent to the
client and therefore allow a smooth domain name transition.

[420]



DNS Protocol Analysis Chapter 13

There's more...

In the previous section, we saw some of the most commonly seen resource records and the
associated semantics. There are more such resource records that are available in the
industry. Details about other resource records and explanations for each record are
available at the JANA: https://www.iana.org/assignments/dns-parameters/dns—

parameters.xhtml#dns-parameters—4.

Analyzing regular DNS operations

In this recipe, we will see how to find out if DNS is working properly or not. We will see
some scenarios of DNS operations, and what can go wrong.

Getting ready

Open Wireshark and start capturing data. You should mirror a device that is using DNS, or
the DNS server itself.

How to do it...

Connect Wireshark to the LAN switch attached to the monitored device, and configure a
port mirror to the device from which you suspect the problem is coming. Go through the
following steps:

1. In case of user complaints, configure the port mirror for monitoring the user
device.

2. In case of a general problem in the network, configure the port mirror to the DNS
server:
e When the DNS server is configured on the internal server, configure a
port mirror on the server
e When the DNS server is configured on the external server, configure a
port mirror to the link that connects you to the internet
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How it works...

DNS is the major protocol used for name resolution, and it is used when browsing the
internet. It is also used for working in an organization's network. The DNS standards
describe three functionalities:

e Namespace, which is how the DNS name looks and how it is allocated

¢ The name registration process, that is, how we register DNS names and how they
are forwarded through the DNS server's network

¢ The resolving process, that is, how names are resolved to the IP addresses

In this recipe, we will focus on the third subject, that is, what happens when we browse the
internet, send or receive emails, or access internal servers in our organization.

DNS server assignment

The first step involved in troubleshooting DNS related issues is to ensure that the right DNS
server settings are configured on the clients. This is critical to ensure that the IP address
resolved as part of a DNS query is legitimate and is not spoofed. There are two different
types of DNS client configuration, as follows:

¢ Manually setting the DNS server on the client
e Dynamic DNS

With manual configuration, we need to statically define the DNS server information on the
client. Depending on the client, the configuration may vary. For example, in Linux
distributions, the DNS server should be configured in the /etc/resolv.conf file.

With Dynamic DNS (DDNS), we leverage the dynamic configuration protocols to
advertise the DNS server information. In a large network, it is very common to see DHCP
as the address assignment protocol. DHCP can be leveraged to dynamically advertise one
or more DNS servers.
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» User Datagram Protocol, Src Port: 67, Dst Port: 68
v Bootstrap Protocol (Offer)
Message type: Boot Reply (2)
Hardware type: Ethernet (@x@81)
Hardware address length: 6
Hops: @
Transaction ID: ©x90000134
Seconds elapsed: @
» Bootp flags: @x8@08, Broadcast flag (Broadcast)
Client IP address: 9.0.0.0
Your (client) IP address: 10.2.0.3
Next server IP address: 0.0.0.90
Relay agent IP address: 0.0.0.90
Client MAC address: fa:16:3e:08:9d:85 (fa:16:3e:08:9d:85)
Client hardware address padding: ©09000000000000008000
Server host name not given
Boot file name not given
Magic cookie: DHCP
Option: (53) DHCP Message Type (Offer)
Option: (61) Client identifier
Option: (54) DHCP Server Identifier
Option: (51) IP Address Lease Time
Option: (58) Renewal Time Value
Option: (59) Rebinding Time Value
Option: (1) Subnet Mask
Option: (3) Router
Option: (6) Domain Name Server
Length: 4
Domain Name Server: 192.168.8.7
~ v Option: (255) End

Nntinn End: 2JEE

4]y Y Yy Y Y Y VYY

Figure 13.7: DNS info in DHCP response

As shown in the preceding screenshot, DNS server information is one of the DHCP options

that will be included while assigning the IP address.

In an IPv6 environment, it is possible to advertise the DNS server information as part of the
IPv6 router advertisement. Any client that is enabled with IPv6 auto configuration will use

the DNS server received as part of an IPv6 RA message.
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DNS operation

User programs (web browser, mail client, and many others) interact with the DNS server
through a resolver, which is also part of the operating system. The resolver interacts with
external name servers that provide it with the required IPs (the name server can be local or
remote; it is external to the resolver). The way the user queries the DNS server is OS
specific. DNS queries and responses are sent and received between the resolver and the
name server. It is shown in the following diagram:

------------------------------------------- B LR
i Local Host | i Foreign '
1

1 P !
! User queries Queries ! ' |
1 T . !
! User : ! Foreign !
! Resolver L Name 1
| Program User responses Responses | | !
i p . Server !
: N |
1 7 3 P :
! Cache References b !
| additions H !
: w : : :
1 1

! Cache | ! '
'y )L o J
! Y Y ! :
! User Programs The DNS System i ! '

1
b o o o o e e e mmmmmm e m = [ I !

The local name server is usually located in the organization network, and interacts with the
DNS server of your ISP. In the case of a home or small office network, your DNS server can
be configured on the router that connects you to the internet, or directly to the DNS server
of your ISP:

e When the DNS server is on the router, you query the DNS on the router that
queries your ISP DNS

e When your DNS is located on the ISP network, you query the DNS server directly

DNS namespace

The DNS namespace is based on a hierarchical tree structure, as presented in the following
diagram. The structure is as follows:

o The network of root servers (http ://www.iana. org/domains/root/servers).

¢ The network of Top-Level Domain (TLD) servers
(http://www.iana.org/domains/root/db).
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¢ Each top-level domain has name servers similar to that of IANA administers.
Top-level domains contain second-level domains. TLDs are the highest-level
servers, for example, country servers, as illustrated in the following diagram.

¢ Second-Level Domain (SLD) contains the domains and names for organizations
and countries. The names in second-level domains are administered by the
organization or country specified:

root . “root” zone
org net edu com il uk ~ TLDs & ccTLDs
harvard ucb berkeley bu mit ac co ~ 91Ds
o . . j Legend:
TLD - Top Level Domai
haas coe bcnm bnrc ~ 3LDs ceTLD -ogoun::y Code TLD
B nLD - n Level Domain

There are some important definitions, as shown in the following diagram:

e Domain: Constitutes all branches under ndi-com. com, in this case an SLD

e Zone: A contiguous portion of a DNS domain in the DNS namespace, whose
database records exist and are managed in a particular DNS database file stored
on one or multiple DNS servers:

)
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The resolving process

There are two reasons for using DNS servers:

e The first reason is that it is used for internal communication in your organization.
In this case, you have a DNS server in your organization that resolves the IP
addresses to names in your organization.

e It is used for connecting to the internet, browsing, sending emails, and so on.

When both services are used, you will send the DNS query to your organization server,
which will send the query to the internet. For example, when you want to get to a local
server in your organization, you will send a DNS query to the local DNS and you will get
the server IP. When you browse a website on the internet, your local DNS server forwards
the request to the external DNS, for example, the ISP DNS.

Have you configured the correct DNS server? Theoretically, when you connect to the
internet, you can configure any DNS server in the world. Usually, the best DNS server to
use is the nearest one. In your organization, you should configure your local DNS as first
priority, and then the DNS servers of your ISP.

There are various utilities to check the DNS response. Some of them are as follows:

e Namebench (goo.gl/86y3KU)
e DNS Benchmark from GRC (https://www.grc.com/dns/benchmark.htm)

In the test results, you should get a good response time for your configured DNS servers. If
not, change them.
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There's more...

When a process on the end device is looking for the IP address of a specific name, it
interacts with the local resolver that goes out to the DNS servers. When the DNS server
does not find the entry you are looking for in its database, it can respond in two ways;

recursive or iterative:

¢ Recursive mode: In this mode, when the application (for example, a web
browser) wants to resolve the name of a website, www.packtpub.com, it sends a
DNS request to the local DNS server (marked as 1 in the following diagram). The
local DNS server sends the request to a root server (marked as 2 and 3 in the
following diagram), then to the TLD (marked as 3 and 4 in the following
diagram), and finally to the authoritative server of www.packtpub.com, which
gives us the required address (marked as 6 and 7 in the following diagram).
Then, the local DNS server sends us the required address (marked as 8 in the
following diagram). In each one of the responses, the resolver gets the DNS to

query in the next step:

Recursive Mode

== 8 \\._,j - —5
Client

Local ™

DNS

Root DNS

Top Level DNS

Authoritative DNS

\\"} for packtpub.com
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e Iterative mode: In this mode, a DNS client can receive a response from the DNS
server that will tell the client where to look for the requested name. When the
application (for example, a web browser) wants to browse the website
www.packtpub. com, it sends a DNS request to the local DNS server (marked as 1
in the following diagram). The local server forwards the request to a root DNS
server (marked as 2 in the following diagram). If it doesn't know the answer, it
forwards the request to the TLD (marked as 3 in the following diagram) and the
authoritative DNS (marked as 4 in the following diagram). Then, the answer is
sent all the way back to the client (marked as 5, 6, 7, and 8 in the following
diagram):

Iterative Mode

- 4

. 2 — — g \\--i - ﬁﬁﬁﬁﬁ_ﬁﬁﬁ ﬁ:ﬁﬁﬁ_ﬁ_' j’3-- -
. — 7 Root DNS 6 = Top Level DNS
- d - . Top Leve

Local 5 -
pns 4
N

Authoritative DNS
for packtpub.com

e

Analyzing DNSSEC regular operations

DNS plays a key role on the internet by performing the resolution of the domain name to a
respective IP address. While it performs a very essential service, it does not provide any
data integrity or origin authority. Such a lack of security can be manipulated to spoof the
domain name with a malicious IP address and forward all the data toward the malicious
server. DNS cache poisoning is one such known attack that leverages this security hole for
data leaks.

DNS Security Extension (DNSSEC) is a suite of security extensions to the DNS protocol
that introduces the concept of zone signing, thereby helping to provide data integrity and
origin authority to the DNS resource records.
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Getting ready

DNSSEC is an extension to the existing DNS packet format and so does not need any
encryption or related consideration from a packet capture point of view. As with traditional
DNS packets, Wireshark will be able to capture DNSSEC packets using the same port
mirroring concept.

How to do it...

On the captured packet, perform the following simple verification:

1. Check if the DNS query sent from the client is set with the DNSSEC option. This
will be included in the additional records field of the DNS query packet:

» Frame 71: 93 bytes on wire (744 bits), 93 bytes captured (744 bits)

» Ethernet II, Src: Apple_96:f7:dd (ac:bc:32:96:f7:dd), Dst: BelkinIn_62:62:ff (c@:56:27:62:62:ff)
» Internet Protocol Version 4, Src: 10.83.218.91, Dst: 194.150.168.168
» Transmission Control Protocol, Src Port: 49697, Dst Port: 53, Seq: 1, Ack: 1, Len: 39
v Domain Name System (query)
Response In: 73
Length: 37
Transaction ID: @x443c
» Flags: @x@1@0@ Standard query
Questions: 1
Answer RRs: @
Authority RRs: @
Additional RRs: 1
v Queries
v isoc.org: type A, class IN
Name: isoc.org
[Name Length: 8]
[Label Count: 2]
Type: A (Host Address) (1)
Class: IN (@x@oel)
v Additional records
v <Root>: type OPT
Name: <Root>
Type: OPT (41)
UDP payload size: 4096
Higher bits in extended RCODE: @x0@
EDNS® version: @
v Z: 0x8009
levs wees wess wues = DO bit: Accepts DNSSEC security RRs
.000 PG00 GOOQ 0GV® = Reserved: Ox0000
Data length: @
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In the preceding screenshot, it can be seen that the additional record field is set
with a flag that indicates that the client accepts DNSSEC security resource records.

2. The DNS server, upon receiving the request, will reply with a DNS response that
carries the relevant details of the requested record (for example, an IP address for
an A record) carrying a Resource Record Signature (RRSIG). These are digital

signatures associated with the resource record:

4 vvyvy

Frame 73: 566 bytes on wire (4528 bits), 566 bytes captured (4528 bits)

Ethernet II, Src: BelkinIn_62:62:ff (c0:56:27:62:62:ff), Dst: Apple_96:f7:dd (ac:bc:32:96:f7:dd)

Internet Protocol Version 4, Src: 194.150.168.168, Dst: 10.83.218.91

Transmission Control Protocol, Src Port: 53, Dst Port: 49697, Seq: 1, Ack:

Domain Name System (response)
Request In: 71]
[Time: ©.12B25908@ seconds]
Length: 518
Transaction ID: @x443c
» Flags: 0x81a@ Standard query response, No error
Questions: 1
Answer RRs: 2
Authority RRs: 6
Additional RRs: 1
» Queries
v Answers
v isoc.org: type A, class IN, addr 212.110.167.157
Name: isoc.org
Type: A (Host Address) (1)
Class: IN (@x0801)
Time to live: 86326

Data length: 4
Addrece- 212 110 _1F7 157

v isoc.org: type RRSIG, class IN
Name: isoc.org
Type: RRSIG (46)
Class: IN (@x@ee1l)
Time to live: 86326
Data length: 156
Type Covered: A (Host Address) (1)
Algorithm: RSA/SHA1 + NSEC3/SHA1l (7)
Labels: 2
Original TTL: 86400 (1 day)
Signature Expiration: Feb 2, 2018 83:50:00.000000000 EST
Signature Inception: Jan 19, 2018 03:50:00.000000000 EST
Key Tag: 9959
Signer's name: isoc.org

Signature: 670006bd992d01371cbb@6eld@51bde3d65c2ae3a3476a84. ..

oAU LIOTItatIve aneservers
» Additional records

49, Len: 512

In the preceding screenshot, it can be seen that the DNS response from the server

will be replied with RRSIG.
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3. The DNS client now requests DNSKEY for the domain name as follows:

Frame 84: 93 bytes on wire (744 bits), 93 bytes captured (744 bits)

Ethernet II, Src: Apple_96:f7:dd (ac:bc:32:96:f7:dd), Dst: BelkinIn_62:62:ff (c@:56:27:62:62:7T)

Internet Protocol Version 4, Src: 10.83.218.91, Dst: 194.158.168.168

Transmission Control Protocol, Src Port: 49698, Dst Port: 53, Seq: 1, Ack: 1, Len: 39

Domain Name System (query)

v

Response In: 86
Length: 37
Transaction ID: @xdd86
Flags: @x@10@ Standard query
Questions: 1
Answer RRs: @
Authority RRs: @
Additional RRs: 1

v Queries

v isoc.org: type DNSKEY, class IN
Name: isoc.org
[Name Length: 8]
[Label Count: 2]
Type: DNSKEY (48)
Class: IN (@xeeel)

» Additienal records

The DNS server replies with the public key that is used to sign the resource
record:

4vvYyvwyyw

Frame 86: 813 bytes on wire (654 bits), 813 bytes captured (6584 bits)
Ethernet II, Src: BelkinIn_62:62:ff (c@:56:27:62:62:ff), Dst: Apple_96:f7:dd (ac:bc:32:96:f7:dd)

Internet Protocol Version 4, Src: 194.150.168.168, Dst: 10.83.218.91

Transmission Control Protocol, Src Port: 53, Dst Port: 49698, Seq: 1, Ack: 48, Len: 759

Domain Name System (response)
Request In: 84
[Time: ©.127825000 seconds]
Length: 757
Transaction ID: @xdd86
» Flags: @x8la®@ Standard query response, No error
Questions: 1
Answer RRs: 3
Authority RRs: @
Additional RRs: 1
» Queries
v Answers
» isoc.org: type DNSKEY, class IN

v isoc.org: type DNSKEY, class IN

Name: isoc.org
Type: DNSKEY (48)
Class: IN (@x0ee1)
Time to live: 13831
Data length: 136

» Flags: @xel1ee
Protocol: 3
Algorithm: RSA/SHA1l + NSEC3/SHA1l (7)
[Key id: 9959]

Public Key: 0301000laeeebl66fe5ddad762de2d5e551ebd9fe132639d. ..

» isoc.org: type RRSIG, class IN

» Additional records
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5. The client uses the details to validate the integrity of the resource record received

from the DNS server.

How it works...

DNSSEC is a technology that was developed to secure the DNS resource records by
providing extended data integrity checks to the resource records. DNSSEC operates by
digitally signing the resource records, starting from the root of the hierarchical DNS tree:

DNSSec Client DNSSec Server

| DNS Query, record = A, name = abc.com DNSSec

‘ DNS Resonse, IP-ADDR, name = abc.com R@Sig

‘ DNS Query, record = DNSKEY, name = abc.clom

‘ DNS Resonse, Public-Key, name = abc.com ‘

DNSKEY and RRSIG plays a key role in DNSSEC operations. The following is a simplified
sequence of actions between the client and the server:

1.

The DNS client sends a DNS query with the DNSSEC flag set in the additional
record. This signals to the server that the client supports DNSSEC and expects the
resource records to be digitally signed.

The DNS server, upon receiving the request, will reply with the response and
include RRSIG. RRSIG are resource records that are digitally signed by a
delegation signer.

The DNS client will send another request to the server for the same domain name
but with the record type set to DNSKEY. This is the public key used to sign the
resource record.

The DNS server will reply with the DNSKEY for the requested domain.

The DNS client uses the DNSKEY to compute the hashing and compare it with
the RRSIG for data integrity.
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6. If the hash does not match, the resource record is compromised and the client will
not use it.

There's more...

The previous section is a simplified explanation of how DNSSEC works. More detailed
information on DNSSEC, zone signature, and how it uses the signature chain is available in
the following RFCs:

e RFC 4033: DNS security introduction and requirements
e RFC 4034: Resource records for the DNSSEC
e RFC 4035: Protocol modifications for the DNSSEC

Troubleshooting DNS performance

In this recipe, we will see how to troubleshoot DNS performance-related issues like slow
responses. We will see how Wireshark can be used to analyze such issues.

Getting ready

DNS performance is measured by utilizing the timestamps on DNS request and response
packets. In order to measure the performance, Wireshark should be connected and capture
the DNS packets as close as possible to the client.

How to do it...

How will you know that this is the problem?

e When you are browsing the internet and getting very slow responses, perform
the following steps:
1. Port mirror the connection to the internet and check if you have any
bottlenecks on the way to the internet. You can use I/O graphs for this
purpose, as described in chapter 6, Using Advanced Statistics Tools.

2. Verify that you don't have a significant number of retransmissions or
duplicate ACKs indicating a connection problem.
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3. Verify that you don't have any window-related problems, such as zero
window or window full.

e If answers are no for the preceding checks, it might be a DNS problem. You could
have DNS problems in two cases:
e When working in your organization

e When connecting to the internet

e These issues can be resolved in two ways:
e When facing problems in your organization, port mirror the switch
port that is connected to the DNS server
e When facing problems with the internet, port mirror the switch
port that connects your organization to the internet

e Watch the DNS response time that you get. There are several ways to locate the
problem, and they are given as follows:

e The simplest way is to right-click on a packet from a DNS query
stream, choose Follow UDP Stream, and then check the time
between the query and response.

¢ Another way is to use I/O graphs for this purpose. In the IO
Graphs window, choose Advanced... in the Y Axis configuration
and configure the filter dns.time with AVG(¥) in the Graphs
lines. Refer to the following screenshot:

phsiBAZ monitorng 04UL2013 ONs | [N TR BARA [OEF e e ()
Highresponse | || o o ! -
time

High response
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You will get a graph of the DNS response times throughout the capture time.

In this graph, you will see that most of the response times fall below 100 ms, which is quite
reasonable. We have two peaks that indicate a probable problem, one at the beginning of
the capture with 300 ms, and one at the end of the capture with 450 ms.

Reasonable times inside the organization (at a local site) should be no more than tens of ms.
When browsing the internet, a good response time should be less than 100 ms, while up to
200 ms is still tolerable.

How it works...

As explained in the Analyzing regular DNS operations section, the mode of DNS operation
may impact the overall resolution performance. For example, recursive mode may result in
a DNS server recursively querying other servers, which introduces end-to-end delays that
vary depending on various factors associated with the servers and the network path. In
scenarios where multiple DNS servers are configured, iterative mode may help query the
other servers if the first server does not have the resource record in the cache.

There's more...

While the use of Wireshark is one option to measure and troubleshoot the latency for name
resolution, there are other tools available to perform similar testing. For example, dig is a
CLI-based tool that is available in most Linux distributions. It allows you to trigger a DNS
query of any record type and measure the time taken for the resolution.
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The following is an example of how it can be used:

Ubuntu:~ naikumar$ dig www.packtpub.com

<<>> DiG 9.8.3-P1 <<> www.packtpub.com

; global options: +cmd

; Got answer:

; =>>HEADER<<- opcode: QUERY, status: NOERROR, id: 4108

; Tlags: gr rd ra; QUERY: 1, ANSWER: 2, AUTHORITY: 13, ADDITIONAL: @

s wWs Ws W we

33 QUESTION SECTION:
;Www.packtpub. com. IN A

;; ANSWER SECTION:
www . packtpub.com. 5 IN CNAME varnish.packtpub.com.
varnish.packtpub.com. B IN A 83.166.169.231

3+ AUTHORITY SECTION:
com. 172739 IN N5 j.gtld-servers.net.

; Query time: 6@ msec

; SERVER: 64.102.6.247#53(64.102.6.247)
s WHEN: Fri Jan 19 16:48:54 2018

; MSG SIZE rcvd: 296

Ubuntu:~ naikumar$
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Analyzing Mail Protocols

In this chapter, you will learn about:

¢ Normal operation of mail protocols
¢ Analyzing POP, IMAP, and SMTP problems
e Filtering and analyzing different error codes
e Malicious and spam email analysis

Introduction

One of the contributing factors in the evolution of digital marketing and business is email.
Email allows users to exchange real-time messages and other digital information such as
files and images over the internet in a very efficient manner. Each user is required to have a
human-readable email address in the format of username@domainname . com. There are
various email providers available on the internet, and any user can register to get a free
email address.

There are different email application-layer protocols available for sending and receiving
mails, and the combination of these protocols helps with end-to-end email exchange
between users in the same or different mail domains. The three most commonly used
application layer protocols are POP3, IMAP, and SMTP:

e POP3: Post Office Protocol 3 (POP3) is an application layer protocol used by
email systems to retrieve mail from email servers. The email client uses POP3
commands such as LOGIN, LIST, RETR, DELE, QUIT to access and manipulate
(retrieve or delete) the email from the server. POP3 uses TCP port 110 and wipes
the mail from the server once it is downloaded to the local client.
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e IMAP: Internet Mail Access Protocol (IMAP) is another application layer
protocol used to retrieve mail from the email server. Unlike POP3, IMAP allows
the user to read and access the mail concurrently from more than one client
device. With current trends, it is very common to see users with more than one
device to access emails (laptop, smartphone, and so on), and the use of IMAP
allows the user to access mail any time, from any device. The current version of
IMAP is 4 and it uses TCP port 143.

e SMTP: Simple Mail Transfer Protocol (SMTP) is an application layer protocol
that is used to send email from the client to the mail server. When the sender and
receiver are in different email domains, SMTP helps to exchange the mail
between servers in different domains. It uses TCP port 25:

Mail Server Mail Server
maildomain-abc.com maildomain-xyz.com
SMTP

¢

OP3

SMTP | IMAP
\

[F—
f — A
Ana@maildomain-abc.com Lav@maildomain-xyz.com

As shown in the preceding diagram, SMTP is the email client used to send the mail to the
mail server, and POP3 or IMAP is used to retrieve the email from the server. The email
server uses SMTP to exchange the mail between different domains.

In order to maintain the privacy of end users, most email servers use different encryption
mechanisms at the transport layer. The transport layer port number will differ from the
traditional email protocols if they are used over secured transport layer (TLS). For example,
POP3 over TLS uses TCP port 995, IMAP4 over TLS uses TCP port 993, and SMTP over
TLS uses port 465.

In this chapter, we will look at the normal operation of email protocols and how to use
Wireshark for basic analysis and troubleshooting.
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Normal operation of mail protocols

As we saw in the Introduction, the common mail protocols for mail client to server and
server to server communication are POP3, SMTP, and IMAP4.

Another common method for accessing emails is web access to mail, where you have
common mail servers such as Gmail, Yahoo!, and Hotmail. Examples include Outlook Web
Access (OWA) and RPC over HTTPS for the Outlook web client from Microsoft.

In this recipe, we will talk about the most common client-server and server-server protocols,
POP3 and SMTP, and the normal operation of each protocol.

Getting ready

Port mirroring to capture the packets can be done either on the email client side or on the
server side.

How to do it...

POP3 is usually used for client to server communications, while SMTP is usually used for
server to server communications.

POP3 communications

POP3 is usually used for mail client to mail server communications. The normal operation
of POP3 is as follows:

1. Open the email client and enter the username and password for login access.

2. Use POP as a display filter to list all the POP packets. It should be noted that this
display filter will only list packets that use TCP port 110. If TLS is used, the filter
will not list the POP packets. We may need to use tcp.port == 995 to list the
POP3 packets over TLS.

3. Check the authentication has been passed correctly. In the following screenshot,
you can see a session opened with a username that starts with doronn@ (all IDs
were deleted) and a password that starts with u6F.
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4. To see the TCP stream shown in the following screenshot, right-click on one of
the packets in the stream and choose Follow TCP Stream from the drop-down
menu:

Filer: tcp.seam eq & =

TCP connection
eslabl[sh rnent

Time Source Destnatic engtn_ Info
460  0.000000 212.150.83.94 212. s 53797 > pop3 [SYN] Seq=0 Win=5840 Len=0 MS5=1460 SACK_PERM=1 TSval=9299076 TSecr=0 ws=]
545 0.256698 212.150.49.3 212. P pop3 > 53797 [SYN, ACK] Seq=0 Ack=1l Win=33304 Len=0 TSval=2976388013 TSecr=9299076 MSS{
546 0.000011 212.150.83.94 2124150 49 3 TC9 53797 > pop3 [ACK] Seq=1 Ack=1 Win=5840 Len=0 TSval=9299102 TSecr=2976388013

643 0.275490 212.150.49.3 212.150.83.94 PoP 16? S: +0K Messaging Multiplexor (Sun Java(tm) System Messaging Server 6.1 Patch 0.01 (bui
645 0.001145 212.150.83.94 212.1 POP user 53797 > pop3 [ACK] Seq=1 Ack=102 win=5840 Len=0 TSval=9299129 TSecr=2976388039
652 0.018639 212.150.83.94 212.1f _ . o €: USER doronn@
745 0.276816 212.150.49.3 212.1 pop3 > 53797 [ACK] Seq=102 Ack=26 Win=66608 Len=0 TSval=2976388068 TSecr=9299131
746 0.000006 212.150.49.3 212.150.83.94 poP 11? S: +0K password required for user doronn@
752 0.019747 212.150.83.94 212.150.49.3 POP C: PASS UGF
844  0.272635 212.150.49.3 212.150. 53 94 TCP pop3 > 53797 [ACK] Seq=153 Ack=39 Win=66608 Len=0 TSval=2976388098 TSecr=9299161
848  0.010938 212.150.49.3 212. - 5: +0K Maildrop ready
850 0.000745 212.150.83.94 212. C: NOOP -
oaa  0.273535 212.150.49.3 212,14 iensactionstate st +0K Wl sonon 100 seeam S = et
946  0.000479 212.150.83.94 212.150.49.3 POP C: STAT Stream Content
1042 0.288746 212.150.49.3 212 S: +0K 0 0 +0K Messaging Multiplexor (Sun Java(tm) System
1048 0.017165 212.150.83.94 212 C: QIT Messaging server 6.1 patch 0.01 (built Jun 24 2004))
1136 0.273700 212.150.49.3 212 T +0K USER doronnd@l
1137 0.000006 212.150.49.3 212.750. 64 pop3 > 53797 [FIN, ACK] +0K password required for user doronn@l
1138 0.000239 212.150.83.94 212.150.49, : 'rcv 66 | 53797 > pop3 [FIN, ACK] s U‘?ﬁd - 3 |
1227 0.274037 212.150.49.3 212.150.83.94 TcP 66 L pop3 > 53797 [ACK] Seq=193 Loop""ﬂ‘ rop ready

Frame 1048: 72 bytes on wire (576 bits), 72 bytes captured (576 bits) +0K

Ethernet II, Src: Intel_fe:02:37 (00:90:27:fe:02:37), Dst: Cisco_74:ac:e0 (00: STAT

Internet Protocol version 4, src: 212.150.83.94 (212.150.83.94), Dst: 212.150.49) +OK 0 0

Transmission Control Protocol, Src Port: 53797 (53797), Dst Port: pop3 (110), QIT

Post Office Protocol ‘"x 1

QIT\r\n

Request command: QUIT
: ersation (248 byte -
fma Save As et ASCH EBCDIC Hex Dump CAays ® Raw

0000 00 Oe d7 74 ac e0 00 90 27 fe 02 37 08 00 45 00 P T - |\n¢'v Fifter Out This Stream Cose |
0010 00 3a 09 le 40 00 40 06 04 12 d4 96 53 5e d4 96 .:..@.@. .. ...SA..

5. Any error messages in the authentication stage will prevent communications
from being established. You can see an example of this in the following
screenshot, where user authentication failed. In this case, we see that when the
client gets a Logon failure, it closes the TCP connection:

Filter: tcpstream eq 31 [] expression.. crear Save POP SMTP

Ino. Time Source Destination Protocol _Length _Info

0.000095 . 1.1, pop3 > nsstp [SYN, ACK] Seq=0 Ack=1 Win=16384 Len=0 M5S=1460 SACK_PERM=1
0.000028 T E IS nsstp > pop3 [ACK] seq=1 Ack=1 win=65535 [TCP CHECKSUM INCORRECT] Len=0
0.000149 -1.1. paloals S: +0K Microsoft Exchange Server 200 ver version 6.5.7638.1 (sbs.aviram.local) ready

S: -ERR Logon failure: unknown user name or bad password.

0.000082 L1.1. .1.1. pop3 > nsstp [ACK] Seq=155 Ack=23 win=65514 Len=0
0.000069 5 ol il pop3 > nsstp [FIN, ACK] Seq=155 Ack=23 Win=65514 Len=0
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6. Use relevant display filters to list the specific packet. For example,

pop.request.command == "USER" will list the POP request packet with the
username and pop.request.command == "PASS" will list the POP packet
carrying the password. A sample snapshot is as follows:

4

() B Q &=

I

s Sl BH & Q & i

No. Time

pop.request.command == "USER" || pop.request.command == "PASS" [x] ~| Expression... +

Source Destination Protocol Length Info

369 17.2361.. 10.83.218.91 45.77.102.86 POP 83 C: USER usernamel@
518 23.8284.. 10.83.218.91 45.77.102.86 POP 83 C: PASS passwordl@

7. During the mail transfer, be aware that mail clients can easily fill a narrow-band

communications line. You can check this by simply configuring the I/O graphs
with a filter on POP.

Always check for common TCP indications: retransmissions, zero-window,
window-full, and others. They can indicate a busy communication line, slow
server, and other problems coming from the communication lines or end nodes
and servers. These problems will mostly cause slow connectivity.

When the POP3 protocol uses TLS for encryption, the payload details are not visible. We
explain how the SSL captures can be decrypted in the There’s more... section.

IMAP communications

IMAP is similar to POP3 in that it is used to retrieve the mail from the server by the client.
The normal behavior of IMAP communication is as follows:

1.

Open the email client and enter the username and password for the relevant
account.

Compose a new message and send it from any email account.

Retrieve the email on the client that is using IMAP. Different clients may have
different ways of retrieving the email. Use the relevant button to trigger it.

Check you received the email on your local client.
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SMTP communications

SMTP is commonly used for the following purposes:

e Server to server communications, in which SMTP is the mail protocol that runs
between the servers

¢ In some clients, POP3 or IMAP4 are configured for incoming messages (messages
from the server to the client), while SMTP is configured for outgoing messages
(messages from the client to the server)

The normal behavior of SMTP communication is as follows:

¢ The local email client resolves the IP address of the configured SMTP server
address.

e This triggers a TCP connection to port number 25 if SSL/TLS is not enabled. If
SSL/TLS is enabled, a TCP connection is established over port 465.

e It exchanges SMTP messages to authenticate with the server. The client sends
AUTH LOGIN to trigger the login authentication. Upon successful login, the client
will be able to send mails.

e It sends SMTP message such as "MAIL FROM:<>", "RCPT TO:<>" carrying
sender and receiver email addresses.

e Upon successful queuing, we get an OK response from the SMTP server.

The following is a sample SMTP message flow between client and server:

Trying 10.1.1.1...

Connected to smtp-server.
Escape characteris "A]'.

220 smtp-server ESMTP ready
AUTH LOGIN

334 VXNIcm5hbWU6

<enter username>
334 UGFzc3dvemQ6
<enter password>

2352.0.0 OK

MAIL FROM:ana@domain-abc.co|
250 2.1.0 Ok

RCPT TO:lav@domain-xyz.com
250 2.1.0 Ok

DATA

354 Go ahead

test123.

250 2.0.0 Ok: queued
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How it works...

In this section, let's look into the normal operation of different email protocols with the use
of Wireshark.

Mail clients will mostly use POP3 for communication with the server. In some cases, they
will use SMTP as well. IMAP4 is used when server manipulation is required, for example,
when you need to see messages that exist on a remote server without downloading them to
the client. Server to server communication is usually implemented by SMTP.

The difference between IMAP and POP is that in IMAP, the mail is always
stored on the server. If you delete it, it will be unavailable from any other
machine. In POP, deleting a downloaded email may or may not delete that
email on the server.

In general, SMTP status codes are divided into three categories, which are structured in a
way that helps you understand what exactly went wrong. The methods and details of SMTP
status codes are discussed in the following section.

POP3

POP3 is an application layer protocol used by mail clients to retrieve email messages from
the server. A typical POP3 session will look like the following screenshot:

Eile Edit View Go Capture Analyze Statistics Telephoﬂz Jocls Intemals Help

o ANZ BDXE AesDTE Qe P @@ Mm% 8
Filter: tcp.stream eq B8 |Z|Expmsion.‘. Clear Apply Save [PV

MNo. Time Source Destination Protocol Info

T 53797 > pop3 [5 N] Se

NO00OLT 212 150.83.04 212.150.49.3 4 153797 > pop3 [ACK] Seqe lAck l\nhn 5840 L

0
643 0.275490 212.150.49.3 212.150.83.94 @_ S: +OK Messaging Multiplexor (Sun Java(tn
645 0.001145 212.150.83.94 212.150.49.3 | 53797 > pop3 [ACK] Seq=1 Ack=102 win=584(
652 0.018639 212.150.83.94 212.150.49.3 POP C: USER ddron@shtil.com
745 0.276816 212.150.49.3 212.150.83.94 T pop3 > 53797 [ACK] Seq=102 Ack=26 Win=66¢€
746 0.000006 212.150.49.3 212.150.83.94 @- S: +O0K password required for user doronn
752 0.019747 212.150.83.94 212.150.49.3 P C: PASS UGBFUGF
844 0.272635 212.150.49.3 212.150.83.94 TCP | pop3 > 53797 [ACK] Seq=153 Ack=39 Win=66€=
848 0.010938 212.150.49.3 212.150.83.94 POP S +0K Maildrop ready
850 0.000745 212.150.83.94 212.150.49.3 PPR C: NOOP
944 0.273535 212.150.49.3 212.150.83.94 o S: +0K
946 0.000479 212.150.83.94 212.150.49.3 PL? C: STAT
1042 0.288746 212.150.49.3 212.150.83.94 POP | S: +OK 0 0
1048 0.017165 212.150.83.94 212.150.49.3 C: QUIT

0 s

273700 212.150.49.3  212.150.83.94 _FpR [ S: +oK

.274037
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It has the following steps:

L e

The client opens a TCP connection to the server.

The server sends an OK message to the client (OK Messaging Multiplexor).

The user sends the username and password.

The protocol operations begin. NOOP (no operation) is a message sent to keep the
connection open, STAT (status) is sent from the client to the server to query the
message status. The server answers with the number of messages and their total
size (in packet 1042, OK 0 0 means no messages and it has a total size of zero)
When there are no mail messages on the server, the client send a QUIT message
(1048), the server confirms it (packet 1136), and the TCP connection is closed
(packets 1137, 1138, and 1227).

In an encrypted connection, the process will look nearly the same (see the
following screenshot). After the establishment of a connection (1), there are

several POP messages (2), TLS connection establishment (3), and then the
encrypted application data:

M “Wireless Network Connection [Wireshark 1.10.2 (SVN Rev 51934 from /trunk-110})] [

File Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help

coams BEBXE A¢voT i ([@F acaan ¥V B

Filter: | tcp.stream eq 28 E Expression.. Clear Apply Save IPv6

No. Time Source Destination Protocol Info

1062 11.195923000 10.0.0.1 194.90.6.40 TCP (10657 > pop3 [SYN] Seq=0 Win=8192 Len=0 M|
1083 11.235874000 194.90.6.40 10.0.0.1 TCFG)- pop3 > 10657 [SYN, ACK] Seq=0 Ack=1 win=4]
1084 11.235984000 10.0.0.1 194.90.6.40 TCP | 10657 > pop3 [AcKk] seg=1 Ack=1 Win=17424
1121 11.287638000 194.90.6.40 10.0.0.1 POP S: +OK POP3 service

1122 11.288359000 10.0.0.1 194.90.6.40 POP C: CAPA

1150 11.333220000 194.90.6.40 10.0.0.1 TCP, pop3 > 10657 [ACK] Seq=19 Ack=7 wWin=49368
1152 11.339605000 194.90.6.40 10.0.0.1 PD@- S: +O0K list follows

1153 11.340029000 10.0.0.1 194.90.6.40 POP C: STLS

1160 11.361268000 194.90.6.40 10.0.0.1 TCP pop3 > 10657 [ACK] Seq=157 Ack=13 win=493|
1174 11.370513000 194.90.6.40 10.0.0.1 POP | S: +0K STARTTLS completed

1176 11.370932000 10.0.0.1 194.90.6.40 TLSvl | client Hello

1212 11.423055000 194.90.6.40 10.0.0.1 TCP [TCP segment of a reassembled PDU]

1214 11.423840000 194.90.6.40 10.0.0.1 TL@_ server Hello, Certificate, Server Hello D]
1215 11.423918000 10.0.0.1 194.90.6.40 TC 10657 > pop3 [ACK] Seq=240 Ack=2583 win=1
1216 11.425191000 10.0.0.1 194.90.6.40 TLSv1l | Client Key Exchange, change Cipher Spec,
1238 11.480737000 194.90.6.40 10.0.0.1 TLsvl | change Cipher spec, Encrypted Handshake M|
1239 11.483948000 10.0.0.1 194.90.6.4@-?&5&" Application Data
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IMAP

The normal operation of IMAP is as follows:

1. The email client resolves the IP address of the IMAP server:

TCP session to 143

192.168.1.2

IMAP Auth Login

192.168.1.1 192.168.1.2

Mail Exchange

192.168.1.1 192.168.1.2

192.168.1.1 192.168.1.2

As shown in the preceding screenshot, the client establishes a TCP connection to
port 143 when SSL/TSL is disabled. When SSL is enabled, the TCP session will be

established over port 993.

2. Once the session is established, the client sends an IMAP capability message
requesting the server sends the capabilities supported by the server.

3. This is followed by authentication for access to the server. When the
authentication is successful, the server replies with response code 3 stating the
login was a success:

™ Mail Fetch

2.931032 192.168.1. 192.168.1.1
13 2.931865 192.168.1. 192.168.1.2 IMAP 75 Response: 16 OK UID completed

4. The client now sends the IMAP FETCH command to fetch any mails from the
server.
5. When the client is closed, it sends a logout message and clears the TCP session.
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SMTP

The normal operation of SMTP is as follows:

1. The email client resolves the IP address of the SMTP server:

Frame 58: 78 bytes on wire (624 bits), 78 bytes captured (624 bits)

Eih Il _Srcs Aonle S£1.

c0:56:27:62:62: ff)

4Aavfvw

Internet Protocol Version 4, Src: 10.83.218.91, Dst: 52.5.224.12
Transmission Control Protocol, Src Port: 57988, Dst Port: 25, Seq: @, Len: @

Source Port: 57988

Destination Port: 25

[Stream index: 9]

[TCP Segment Len: @]

Sequence number: @ (relative sequence number)

[Next sequence number: @ (relative sequence number)]

Acknowledgment number: @

1811 .... = Header Length: 44 bytes (11)
» Flags: @x@e2 (SYN)

Window size value: 65535

[Calculated window size: 65535]

Checksum: @xdeac [unverified]

[Checksum Status: Unverified]

Urgent pointer: @
» Options: (24 bytes), Maximum segment size, No-Operation (NOP), Window scale, No-Operation (NOP), No-Operation (NOP), Timestam|
» [Timestamps]

2. The client opens a TCP connection to the SMTP server on port 25 when SSL/TSL
is not enabled. If SSL is enabled, the client will open the session on port 465:

BT Z.988717 5Z.3.228.1Z 19,83, 218. 91 SATP 95 o7 220 n

62 2.948825 10.83.218.91 52.5.224.12 TCP 66 57988 - 25 [ACK] Seq=1 Ack=3@ Win=131712 Len=0

156 7.979165 16.83.218.91 52.5.224.12 SMTP 78 ¢ awHiosn ———» AUTH LOGIN request
157 8.883876 52.5.224.12 10.83.218.91 TCP 66 25 - 57988 [ACK] Seq=30 Ack=13 Win=26880 Len=0

158 8.885138 52.5.224.12 10.83.218.91 SMTP B4 S: 334 VXNlcmShbWU6

159 8.005185 10.83.218.91 52.5.224.12 TCP 66 57988 - 25 [ACK] Seq=13 Ack=48 Win=131712 Len=0

254 13.0273.. 10.83.218.91 52.5.224.12 SMTP 88 C: User: ZTNLOWUIMANjNjg2NTE=

259 13.8534.. 52.5.224.12 10.83.218.91 SMTP B4 5: 334 UGFzc3dvcmQb

260 13.8535.. 10.83.218.91 52.5.224.12 TCP 66 57988 - 25 [ACK] Seq=35 Ack=66 Win=131688 Len=0

318 17.4058.. 10.83.218.91 52.5.224.12 SMTP 87 C: Pass: NDYSOWIROGI@OTQ1ZjY —— »

319 17.4334.. 52.5.224.12 19.83.218.91 SMTP 8@ S: 2352.0.0 0K o SUCCGSS return

3. Upon successful TCP session establishment, the client will send an AUTH LOGIN
message to prompt with the account username/password.

4. The username and password will be sent to the SMTP client for account
verification.
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5. SMTP will send a response code of 235 if authentication is successful:

319 17.4334.. 52.5.224.12 10.83.218.91 HTP 80 S: 235 2.0.8 0K
320 17.4335.. 10.83.218.91 52.5.224.12 Tce 66 57988 - 25 [ACK] Seq=56 Ack=B8 Win=131688 Len=0
397 21.9086.. 10.83.218.91 52.5.224.12 SMTP 188 C: MAIL FROM:<ana-57eSe3@inbox.mailtrap.io> — Sender E-mail
398 21.9370.. 52.5.224.12 10.83.218.91 SMTP 82 5: 250 2.1.0 Ok
399 21.9370.. 10.83.218.91 52.5.224.12 TCP 66 57988 - 25 [ACK] Seq=98 Ack=94 Win=131648 Len=0 Add_reSS .
498 26.6829.. 10.83.218.91 52.5.224.12 SMTP 106 C: RCPT T0:<ana-S7eSe3@inbox.mailtrap.io> —+ Receiver E-mail
499 26.7088.. 52.5.224.12 10.83.218.91 SHTP 80 S: 250 2.1.8 Ok Address
500 26.7089.. 10.83.218.91 52.5.224.12 TcP 66 57988 - 25 [ACK] Seq=138 Ack=108 Win=131648 Len=0
604 31.1619.. 10.83.218.91 52.5.224.12 SHTP 72 C: DATA
605 31.1888.. 52.5.224.12 10.83.218.91 HTP 80 S: 354 Go ahead
606 31.1888.. 10,83.218.91 52.5.224.12 Tcp 66 57988 = 25 [ACK] Seq=144 Ack=122 Win=131616 Len=0
5 .91 12 DATA fragment, 22 bytes

5.

= - . o 78 [1CP. Dug 125 - : ]
756 48.8975.. 10.83.218.91 52.5.224.12 SMTP | IMF 69 Hi Ana, How are you? > E- i
Famal.Mesgace

757 40.1232.. 52.5.224.12 10.83.218.91 TcP 66 25 - 57988 [ACK] Seq=122 Ack=16
758 40.1245.. 52.5.224.12 10.83.218.91 TP 88 S: 250 2.0.8 Ok: queued — Successfully Queued

6. The client now sends the sender's email address to the SMTP server. The SMTP
server responds with a response code of 250 if the sender's address is valid.

7. Upon receiving an OK response from the server, the client will send the receiver's
address. SMTP server will respond with a response code of 250 if the receiver's
address is valid.

8. The client will now push the actual email message. SMTP will respond with a
response code of 250 and the response parameter OK: queued.

9. The successfully queued message ensures that the mail is successfully sent and
queued for delivery to the receiver address.

There's more...

Emails are sometimes referred to as one of the silent killers of networks, especially in small
enterprises that use asymmetric lines to the internet. When sending text messages, they will
not consume anything from the network; but when you send a large file of several
megabytes or even tens of megabytes over a narrow-band uplink to the ISP, the rest of the
users in your office will suffer from network slowdown for many seconds, even minutes.
I've seen this problem in many small offices.

Another issue with mail clients is that in some cases (configurable), mail clients are
configured to download all new data from the server when they start to work. If you have a
customer that complains of a network slowdown at a time when all employees start their
day in the office, it might be due to the tens or hundreds of clients who opened their mail
clients simultaneously and the fact that the mail server is located over a WAN.
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SSL decryption in Wireshark

As mentioned in the previous sections, all email protocols (SMTP, IMAP, and POP3)
support SSL/TLS, where the transport layer information is encrypted and is not readable in
Wireshark. In order to decrypt it, we need the SSL key used by the client.

These are the steps to follow:

1. Identify the SSL key used by the email client. Depending on the hardware and
application, the procedure to get the SSL may vary:

¢ In macOS, go to Applications and then to Utilities, and then open
Keychain Access. This will list all the certificates and keys for different
applications. Identify the right SSL key for the email client.

¢ In Windows, go to Microsoft Management Console (MMC) and then
to Certificates. This will list all the certificates for different
applications. Identify the right certificate and export it.

2. Once the SSL key for the email client is identified, open Preference in Wireshark
as follows:

SMTP
SMUX
SNA
SNMP
Snort
Socks SSL debug file

SolarEdge

SoulSeek Browse...
SoupBinTCP

SPDY Reassemble SSL records spanning multiple TCP segments

Spice Reassemble SSL Application Data spanning multiple SSL records

SPRT Message Authentication Code (MAC), ignore "mac failed"
SRVLOC

SSCOP Pre-Shared-Key

SSDP
SSH

Secure Sockets Layer

RSA keys list Edit...

(Pre)-Master-Secret log filename

| JUsers/nagendra/Documents/sslkeylog.log Browse...
STANAG 506...

STANAG 5086...
StarTeam
STP

Help Cancel | OK |

3. Select SSL from Protocols.
4. Choose the SSL key in the highlighted field and click OK.
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5. The preceding process will let Wireshark use the SSL key to decrypt the message
and display the decrypted version of the packet capture.

Analyzing POP, IMAP, and SMTP problems

In this recipe, we will discuss the use of Wireshark to analyze failures in email protocols.

Getting ready

When the failure is reported by a specific user while all other users are working fine,
capture the packet as close as possible to the affected user. If the failure is reported for
multiple users, capture the packet as close as possible to the server.

How to do it...

Depending on the direction of the failure, we may need to identify what email protocol we
should be troubleshooting.

Client
— SMTP
-
— POP3/IMAP

For example, if the user complains about a failure when sending email, we need to focus on
SMTP, and if the failure is with receiving emails, we need to focus on IMAP or POP3
(depending on the protocol used by the client).

1. Once the direction of failure is identified, check that the TCP session for the
relevant port is established:

tcp.port == 143 [X] ~| Expression...
No. Time Source Destination Protocol Length Info
320 23.3462.. 192.168.1.2 192.168.1.1 TCP 78 51486 - 143 [SYN] Seq=0 Win=65535 Len=0 MS55=1460 WS=3..
329 24.3495.. 192.168.1.2 192.168.1.1 TCP 78 [TCP Retransmission] 51486 - 143 [SYN] Seq=0 Win=6553..
334 25.3517.. 192.168.1.2 192.168.1.1 TCcP 78 [TCP Retransmission] 51486 - 143 [SYN] Seq=0 Win=6553..
337 26.3560.. 192.168.1.2 192.168.1.1 TCP 78 [TCP Retransmission] 51486 - 143 [SYN] Seq=0 Win=6553..
342 27.3604.. 192.168.1.2 192.168.1.1 TCP 78 [TCP Retransmission] 51486 - 143 [SYN] Segq=0 Win=6553..
344 28.3624.. 192.168.1.2 192.168.1.1 TCP 78 [TCP Retransmission] 51486 - 143 [SYN] Seg=0 Win=6553..
361 30.3664.. 192.168.1.2 192.168.1.1 TCP 78 [TCP Retransmission] 51486 - 143 [SYN] Seg=0 Win=6553..
375 34,3805.. 192.168.1.2 192.168.1.1 TCP 78 [TCP Retransmission] 51486 - 143 [SYN] Seg=0 Win=6553..
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2. The preceding screenshot capture shows that the client is not able to establish the
TCP session to the server on port 143. In this case, we should follow the
traditional network troubleshooting behavior explained in chapter 10, Network
Layer Protocols and Operations and Chapter 11, Transport Layer Protocol Analysis.

3. If the session is established, the next step is to check if the application layer
protocol is successfully authenticating with the server. A wrong
username/password or malicious user attempt to access the server will be flagged
with the following error messages:

v

Frame 76: 135 bytes on wire (1@8@ bits), 135 bytes captured (1088 bits)
Ethernet II, Src: QuantaCo_d2:be:29 (c4:54:44:d2:be:29), Dst: Apple_3b:34:fc (aB8:20:66:3b:34:fc)
v Destination: Apple_3b:34:fc (a8:20:66:3b:34:fc)
Address: Apple_3b:34:fc (a8:20:66:3b:34:fc)
- . = LG bit: Globally unigue address (factory default)
....... @ .... sive wivs awe. = IG bit: Individual address (unicast)
v Source: QuantaCo_d2:be:29 (c4:54:44:d2:be:29)
Address: QuantaCo_d2:be:29 (c4:54:44:d2:be:29)
ae@e sina asas vis wess = LG bit: Globally unique address (factory default)
e T = IG bit: Individual address (unicast)
Type: IPv4 (@x2800)
Internet Protocol Version 4, Src: 192.168.1.1, Dst: 192.168.1.2
Transmission Control Protocol, Src Port: 143, Dst Port: 526085, Seq: 124, Ack: 36, Len: 81
Internet Message Access Protocol
v Line: 3 NO Invalid user name or password. Please use full email address as user name.\r\n
Response Tag: 3
Response Status: NO
Response: NO Invalid user name or password. Please use full email address as user name.

4

vvw

x

4. Check the username and password to ensure that the right one is used for
authentication.

When you suspect slow server-to-server communications, follow these steps to resolve the
problems:

1. Check if the servers are located on the same site:
e If they are located on the same site, you probably have slow servers or
another application problem. In most cases, the LAN will not cause any
problems, especially when both servers are in the same data center.

e If they are not located on the same site (when the servers are located in
a remote site through WAN connections), check the load on the WAN
connections. When sending large mails, they can easily block these
lines, especially when they are narrow band (several Mbps).

2. First, look for TCP problems and check whether you see them only on SMTP, or
on all other applications. For example, in the following screenshot, you can see
many TCP retransmissions:
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Filter: tcp.analysis.retransmission jixpvasslonm Clear Ar Save POP SMTP

No. Time Source Destination Protocol Length Info

3. Check whether they are because of a slow SMTP server. Is it a mail problem?
When you look at the following screenshot, you see that I've used the TCP
Conversation statistics. After checking the Limit to display filter checkbox and
clicking on Packets at the top of the window (to get the list from the higher
amount of packets), we can see that only 793 packets are SMTP from the
retransmitted packets. There were 9014 packets retransmitted between
172.16.30.247 and 172.16.30.2 on port 445 (Microsoft DS), 2319 packets
were retransmitted between 172.16.30.180 and 192.5.11.198 on port 80
(HTTP), and so on:

C T —
ﬁ Conversations: cap 18-JUN-2013 - 001 SMTP problem.pcapng

IPV6 | IPX NCP UDP | USB| W

JXTA

Ethernet: 150 | Fibre Channe | -’C:.’?I| 1Pv4: 351 \‘.G'-.'-“-| SCTP| TCP: 787 | Token Ring

| TCP Conversations - Filter: tcp.analysis.retransmission j¢———

Address A 1 Port A ¢ Address B 4 PortB < Packets * Bytes < PacketdA—B ¢ Bytes A—B 1|4
172.16.30.247 3223 172.16.30.2 445 9014 1317 662 4480 896 000
172.16.30.180 2329 192.5.11.198 80 2319 3499838 3 2015
172.16.30.176 1506 172.16.30.1 445 2219 568 221 1088 253635
172.16.30.190 57820 19251173 30428 2141 3017 378 2025 2991 498
84.95.199.235 25168  172.16.30.176 3506 2060 400 553 1041 238073
192.5.11.73 38508 172.16.30.226 4317 1820 2541120 112 26 160
192.5.11.73 38508 172.16.30.233 1133 802 1175548 784 1171344

I 172.16.30.113 1109 192.5.11.73 25 793 I 442 147 787 441 401
172.16.30.180 2023 192.5.11.198 80 637 954 323 6 4055
172.16.30.109 58857 19251173 38508 618 810 444 296 380788 _
4 I }

ameresolut\on 7| Limit to display filter
" ‘ Help Copy ] |Foll0w Streamll Close ]

In this case, SMTP is influenced only from bad communications. It is not an SMTP
problem.
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4. Check for SMTP errors. In the following screenshot, you can see error code 451,
which is also called the 1ocal error in processing server error. Also, a list
of errors is included.

When something goes wrong, in most cases the server or the client will tell
you about it. You just have to look at the messages and Google them. We
will see many examples of this later.

You can also find a list of SMTP status codes in RFC 1893
at http://www.ietf.org/rfc/rfc1893.txt:

0.000474 194.90.126.1 176.9.102.185 60 14413 > smtp [ACK] Seq=1 Ack=1 Win=65535 Len=0

97175 0.058228 176.9.102.185 194.90.126.1 SMTP 93  s: 220 mx. .net ESMTP Service Ready
97176 0.000474 194.90.126.1 176.9.102.185 SMTP 81 €: EHLO hub- ]
97492 0.058249 176.9.102.185 194.90.126.1 TCP 60 smtp > 14413 [ACK] Seq=40 Ack=28 Win=14600 Len=0
97494 0.000008 176.9.102.185 194.90.126.1 SMTP 62 S: 250 oK
97502 0.000309 194.90.126.1 176.9.102.185 SMTP 101 C: MAIL FROM:<ben- T jemail. . >
97801 0.060944 176.9.102.185 194.90.126.1 SMTP 62 s: 250 K
97831 0.002498 194.90.126.1 176.9.102.185 SMTP 87 _€: RCPT TO:<michal
98209 0.058605 176.9.102.185 194.90.126.1 SMTP 75
0.019679 194.90.126.1 176.9.102.185 SMTP T
0.058293 176.9.102.185 194.90.126.1 SMTP S: 221 Closing connecti=

08681 0.000334 194.90.126.1 176.9.102.185 TCP 60 14413 > smtp [ACK] Segq 220 mx. -net ESMTP Service Ready

EHLO hub-cas02.tlv.gov.il

250 oK
98918 0.057609 176.9.102.185 194.90.126.1 TCP 60 smtp > _:!.MIS [AcK] Seqd "2"5‘3'- FROM:<ben- = ° i1, - - —3
3 = i @ma

< Frame 98209: 75 bytes on wire (600 bits), 75 bytes captured (600 bits) BCET TO-<micha
- Ethernet II, Src: Cisco_26:37:10 (00:17:59:26:37:10), Dst: Intel_04:4c:c5 (a0:36:9f]
= Internet Protocol version 4, src: 176.9.102.185 (176.9.102.185), Dst: 194.90.126.1 QU

- Transmission Control Protocol, Src Port: smtp (25), Dst Port: 14413 (14413), seq: S| ‘221 Closing connection
simple mail Transfer Protocol

Response: 451 Try again later\r\n
| Resuénse code: Reguested action aborted: local error in processing (451)]
Response parameter: Try again later

Bwal

You get to this
window by right-
clicking on a packet,
and choosing follow
|0000 a0 36 9f 04 4c c5 00 17 59 26 37 10 00 45 68 o TCPstam

08 -
10010 00 3d cf b6 40 00 36 06 1d 7e b0 09 66 b9 c2 5a . 6. .~ fllZ (=
0020 7e 01 00 19 38 4d ad OF b6 c2 a7 41 4b 01 50 18 ~...8M.. ... AKCP. L bep | Fier O s sweom [ gowe

Entire conversation (213 bytes) E|

[ Bna | saveds | poot |0 ASCH O ESCOIC O HexDump O CAmays 9 Raw

5. When you want to find out which errors have been sent by the two sides,
configure a filter as shown in the following screenshot:
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F m e R
File Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help
O BX2L8 Aesa T2 Qaen dDB% B
Fum‘l smipsesponse >= 400 T‘}.\nlesswon.n Ciear Apoly Save POP SMTP
No. Time. Source Destination Protocol Length Info
7. 4 o i MTP A n rror nnot ni is command
233930 0.370806 46.4.167.9 194.90.126.1 SMTP 93  s: 421 mx. .net Service Unavailable [1
236492 0.287574 176.9.102.185 194.90.126.1 SMTP 75 S: 451 Try again 'Iater"zl
240007 585329 194 90. 176 ZI7. 2921 717 Suip 7 S 5 ntax error cannot recognize this command
249262 .209123 0.179.55.150 94.90.126. SMTP 2 _S: 250 2.5.0 Address and options OK. | 451 4.2.2 user over quota;|cannot recei
264923 . 080530 94.90.126.3 09.85.212.175 SMTP 7_S: 500 Syntax error, I cannot recognize this command
298264 .142030 07.232.39.169 94.90.126. SMTP 08 S: 452 <noreply@ate > Mailbox size limit exceeded l:)
307959 .008353 94.90.126.3 .114.23.26 SMTP 17 S: 500 syntax error, I cannot recognize this comman
325389 2.901291 194.90.126.3 115.73.233.142 SMTP 100 S: 550 Invalid recipient/sender mailing address @
335006 1.662495 192.115.106.20 194.90.126.1 SMTP 129 5: 250 Ok | 450 <hub-cas02. >: Helo command rejected: HOSt not found]
1336559 194.90.126.3 62.219.19.49 SMTP II7 S: 500 Syntax error, I cannot recognize this command
368771 4.410882 194.90.126.3 80.179.55.166 SMTP 105 S: 500 Syntax error, I cannot recognize this command
374990 0.960292 194.90.126.3 212.29.221.217 SMTP 117 s: 500 syntax error, I cannot recognize this command

Here you can see various events (codes):

e 421: This indicates that the mail service is probably unavailable (1).

e 452: This indicates that the server cannot respond, and tells you to try again later.
This happens due to load on the server or a server problem (2).

e 451: (code 250 is shown in the screenshot, see the following note) This indicates
the user over quota (3).

e 452: This indicates that the mailbox size limit has been exceeded (4).

e 450: (code 250 is shown in the screenshot, see the following note) This indicates
that the host was not found (5).

In SMTP (like in many other protocols), you can get several error codes in
the same message. What you see in the packet list in Wireshark may be the
first one, or a partial list of it. To see the full list of errors in the SMTP
message, go to the packet details and open the specific packet, as in the
next screenshot.

When you see too many codes, it indicates the unavailability of the server. In this case,
check with the server administrator:

Folters)| smtpresponse > =400 = | expression.. clear 4pply Save POP sMTP
Source Destination Protocol Length Info o
194.90.126.3 192.114.23.26 SMTP 117 s: 500 syntax error, I cannot recognize this command
194.90.126.3 115.73.233.142 SMTP 100 s: 550 Invalid recipient/sender mailing address
194.90.126.1 S: 250 450 02 Helo command rejected:
194.90.126.3 62.219.19.49 SMTP 117 s: 500 syntax error, I cannot recognize this command
194.90.126.3 80.179.55.166 SMTP 105 s: 500 syntax error, I cannot recognize this command

194.90.126.3 212.29.221.217 SMTP 117 S: 500 Syntax error. I cannot recoanize this command

« Frame 335006: 129 bytes on wire (1032 bits), 129 bytes captured (1032 bits)

+ Ethernet II, Src: Cisco_26:37:10 (00:17:59:26:37:10), Dst: Intel_04:4c:c5 (a0:36:9f:04:4c:c5)

+ Internet Protocol Version 4, Src: 192.115.106.20 (192.115.106.20), Dst: 194.90.126.1 (194.90.126.1)

« Transmission Control Protocol, Src Port: smtp (25), Dst Port: 16419 (16419), Seq: 168, Ack: 123, Len: 75

simple Mail Transfer Protocol
Response: 250 ok\r\n Response code 1
Response code: Requested mail action okay, completed (250) P
Response parameter: Ok (Code 250) SMTP

Response: 450 <hub-cas02.tlv.gov.il>: Helo command rejected: Host not found\r\n R de 1 message
Response code: Requested mail action not taken: mailbox unavailable (450) esponse code
Response parameter: <hub-cas02.tlv.gov.il>: Helo command rejected: Host not found | (Code 450)
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How it works...

The normal behavior of each email protocol (SMTP, IMAP, and POP3) is explained in
the Normal operation of mail protocols recipe. Comparing the failure capture with the normal
operation capture will help identify the issue causing the failure for the client.

Filtering and analyzing different error codes

In this recipe, we will discuss the use of Wireshark to filter certain messages, based on the
error code, for analysis.

Getting ready

Capture the packets on the client or the server side, depending on the failure. To reiterate,
when the protocols are using SSL/TLS to establish the session, we need the SSL key to
decrypt the message before using the error code as a filter. Otherwise, the error code will be
decrypted and it may not list in the filtered output.

How to do it...

Each of the email protocols uses different types of error codes to communicate any failure
or issues between the client and the server. In this section, we will discuss on how to filter
the error codes for each email protocol using Wireshark.

SMTP

The SMTP status codes from the server log or from the Wireshark capture are very useful
when troubleshooting or analyzing email-related issues. Different status codes are
exchanged between server and client to signal a working or failing condition. While there
are different ways of filtering, we will see the common and useful filtering options:

| smtp.response.code == 220 | [X] *| Expression. +

No. Time Source Destination Protocol Length Info
22 8.030478 192,168.1.1 192,168.1.2 SMTP 76 S: 220 ANANYAA-PC ESMTP
47 8.063087 192.168.1.1 192.168.1.2 SHTP 76 S: 220 ANANYAA-PC ESMTP
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The use of smtp.response will filter all the SMTP messages with a response status code. If
we know the status code, the filter can further be granulized using
smtp.response.code==<code>.

Since the SMTP response status codes are defined in numeric values, Wireshark allows us to
filter the status code based on range. For example, smtp.response.code > 200 will list
all the packets with a status code higher than 200. The following is an example output:

T T N
\. smtp.response.code > 200| v | Expression.. |+
No. Time Source Destination Protocol Info
0.030478 9 68 q 68 SMTP @ ANA AA-P P
25 9.83157e 192.168.1.1 192.168.1.2 SMTP S: 250 ANANYAA-PC | 250 SIZE 20480000 | 250 AUTH LOGIN | 258 HELP
47 ©.063087 192.168.1.1 192.168.1.2 SMTP S: 220 ANANYAA-PC ESMTP

50 ©.064499 192.168.1.1 192.168.1.2  SMTP S: 250 ANANYAA-PC | 250 SIZE 20480000 | 250 AUTH LOGIN | 250 HELP

SMTP messages can also be filtered based on response parameters. The use of
smtp.rsp.parameters==<param> will filter the packets based on the response
parameters. The following is an example output that lists the SMTP packet with the AUTH
LOGIN parameter:

| 1
| smtp.rsp.parameter == "AUTH LOGIN" | | Expression..  +

No. Time Source Destination Protocol Info
25 9.93157@ 192.168.1.1 192.168.1.2 SMTP S: 258 ANANYAA-PC | 250 SIZE 20480000 | 250 AUTH LOGIN | 250 HELP

{[ 50 ©.064409 192.168.1.1 192.168.1.2  SMTP Si 250 ANANYAA-PC | 250 SIZE 2048600@ | 250 AUTH LOGIN | 250 HELP |

More details about the available SMTP status codes can be found in the There’s
more... section.

IMAP

Status responses such as OK, NO, BAD, BYE, and so on are used to signal why any IMAP
command between the client and the server failed. Each IMAP command is associated with
OK, NO, and BAD status responses, with additional details specific to the command. These
status responses may be tagged or untagged, carrying additional details.
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For example, the IMAP command DELETE is associated with response codes OK, NO, and
BAD. The status response of OK indicates that the delete command is successful. The IMAP
command LOGIN is associated with a response code of NO which will carry additional

details such as an invalid username or password; this signals that the login attempt was a
failure:

| Il |imap.request ] «| Expression... +
No. Time Source Destination Protocol Info
1288 213.296876 192.168.1.2 192.168.1.1 IMAP Request: 1 capability
1292 213.308958 192.168.1.2 192.168.1.1  IMAP Request: 3 login "lav@testdomain.com" "lavanya"
1295 213.311008 192.168.1.2 192.168.1.1 IMAP Request: 4 append "Sent" (\Seen) {444}
1298 213.311786 192.168.1.2 192.168.1.1 IMAP Request: To: lav@testdomain.com, ana@testdomain.com
- |

I 1303 213.577701 192.168.1.2 192.168.1. IMAP Request: 5 logout

The use of imap. request will filter all the IMAP COMMAND messages from client to server.
If we know the specific command, the filter can be further granulized using
imap.request.command == "<>":

| |
\.1| imap.response.status == "BADf' | [ -} Expression... +
No. Time Source Destination Protocol Info
| 152 11.125993 192.168.1.1 192.168.1.2  IMAP Response: * Too many invalid logon attempts.

By using imap.response, we can filter all the IMAP response status messages from server
to client. Imap.response.status ==<> can be used to filter by response status, such as
OK, NO, or BAD.

POP3

As with IMAP, POP3 uses response messages to signal any failure between the client and
server. POP3 primarily uses +OK and -ERR as response indicators, with additional details
about the response:

Frame 2371: 98 bytes on wire (784 bits), 98 bytes captured (784 bits)
Ethernet II, Src: Cisco_ac:c3:@e (d4:8c:b5:ac:c3:@e), Dst: Apple_96:f7:dd (ac:bc:32:96:77:dd)
Internet Protocol Version 4, Src: 52.5.224.12, Dst: 10.118.20.8
Transmission Control Protecol, Src Port: 1100, Dst Port: 63665, Seq: 58, Ack: 23, Len: 32
Post Office Protocol
v —-ERR Invalid login or password\rin

Response indicator: -ERR

Response description: Invalid login or password

4dvYvYVvYYyY

The preceding screenshot is an example where the Response indicator is -ERR and the
description carries what type of ERR it is. In this case, ERR is related to login failure.
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By using pop . request or pop.response, we can filter the packets based on POP3 request
from client to server or the response from server to client, respectively. We can further use
the indicator to filter based on specific response indicator:

l[ pop.response.indicator == +OK || pop.response.indicator == -ERR I ~| Expression... +
No. Time Source Destination Protocol  Info

1829 4.746291 52.5.224.12 10.118.20.8 POP S: +0K POP3 ready <1172666034.1518702400@mailtrap.io>
[ 2293 10.319909 52.5.224.12 10.118.20.8 POP S: +0K

2371 15.950189 52.5.224.12 10.118.20.8 POP S: -ERR Invalid login or password

2541 25.582680 52.5.224.12 10.118.20.8 POP S: +0K

2592 32.564350 52.5.224.12 10.118.20.8 POP S: +0K maildrop locked and ready

2708 35.794213 52.5.224.12 10.118.20.8 POP S: +0K 234 octets

2726 38.936245 52.5.224.12 10.118.20.8 POP S: +0K 233 octets

2816 41.210267 52.5.224.12 10.118.20.8  POP S: +0K 2338 octets

3126 46.122503 52.5.224.12 10.118.20.8  POP S: +0K Bye

As shown here, the filter for the indicator should be +OK or -ERR.

How it works...

All email protocols use the same concept of sending a command and expecting a response
or status code about the command. When the command or request from the client is
executed successfully, the server sends a positive status code (such as Ok). If there are any
issues or a failure in executing the command, it sends a negative response code (such as NO
or BAD). More details about the error codes are available in the There’s more... section that
follows:

+OK/POP3 ready
POP3 USER <test> R OK IMAPrev 1 . IMAP
Client +OK . Capability Client
pr—— PASS <passwd> . OK CAPABILITY . T
+OK Login <user> <passwd>
— ' OKLOGIN . —
- +OK B logout
ur —> OK BYE
) +0K/ Bye — - "
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There's more...

The response code and the associated semantic for each response code is documented in
different RFCs for each mail protocols. In this section, we will discuss about some of the
common response codes and list the RFCs where additional details about the response
codes are available.

IMAP response code (RFC 5530)

RFC 5530 lists all the response codes and the associated meaning for each response code. A
consolidated view of the response codes for IMAP can also be retrieved from this IANA
link: https://www.iana.org/assignments/imap-response-codes/imap-response-codes.
xhtml.

POP3 response code (RFC 2449)

RFC 2449 lists the response code and the associated meaning for each POP3 response code.
A consolidated view of POP3 response codes is also available at this [ANA link: https://
www.lana.org/assignments/pop3-extension-mechanism/pop3-extension-mechanism.

xhtml.

SMTP and SMTP error codes (RFC 3463)

The structure of SMTP status codes is as follows:

class . subject . detail
For example, when you see status code 450, it means the following:

e (Class 4 indicates that it is a temporary problem
¢ Subject 5 indicates that it is a mail delivery status
o Detail 0 indicates an undefined error (RFC 3463)
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The following table lists the various classes:

Status code | Meaning Reason

2.X.XXX Success Operation succeeded.

A temporary condition has prevented the server from
Persistent transient |sending the message. It may be due to server load or a
failure network bottleneck. Usually, sending the message again
will succeed.

4.X.XXX

A permanent problem prevented the server from
5.x.xxx | Permanent failure |[sending the message. Usually server or compatibility
errors.

The following table lists the various subjects:

Status code | What is it?

x.0.xxx Other or undefined status

x.1.xxx Addressing status

X.2 . XXX Mailbox status

x.3.xxx | Mail system status

x.4.xxx | Network and routing status

X.5.xxx Mail delivery protocol status

X.6.XXX Message content or media status

x.7.xxx |Security or policy status

The following table lists the various details. A full list of status details is too long to be listed
here, but can be found in the standard pages at http://tools.ietf.org/html/rfc3463.
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Some common status codes are listed in the following table:

Status

What is it? What may be the reason?
code
990 Service is ready Serv1c§ is running and ready to perform mail
operations.
991 Service closing Usually OK. This is how the server closes the service
transmission channel when it is not required.
R il action i )
250 Oelzguested mail action 1s Message was delivered successfully.
Not a local user, mail will )
251 ’ i .
be forwarded Everything is OK
552 Cannot verify the user T}}e user Cguldn t be verified by the server. The mail
will be delivered.
The mail transfer service is not available and cannot
) ) serve incoming mails due to a transient event. This
421 Service not available . .
may be due to a server problem (a service that is not
running) or a server limitation.
422 Mail size problem Thg rec1P1ent s‘mallqu has passed its quota or has a
limit on incoming mail.
431 Out of memory or disk Server disk is either full or out of memory. Check
full the server.
432 Incoming mail queue has | This may be due to a server error (a service that
been stopped stopped).
441 The receiving server is The server that sends the message indicates that the
not responding destination server did not response.
) There i 1 ith th i h
44 Bad connection erelsa problem with the connection to the
destination server.
444 Unable to route The server was unable to determine the next hop for
the message.
445 Mail system congestion The mail server is temporarily congested.
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The message was considered too old by the rejecting

rejected

447 Delivery time has expired |system. This is usually due to queuing or
transmission problems.
. Message could not be transmitted. This is usually
Requested action not . . .
450 taken due to a problem with the mail service on the
remote server.
This indicates an unsupported or out of sequence
451 Invalid command command: The action was aborted by the receiving
server. This was probably due to load on the
sending or the receiving server.
R i - .
452 equested action was not Insufficient storage on the receiving server.
taken
500 Svntax error The command sent by the server was not recognized
y as a valid SMTP or ESMTP command.
512 DNS error The host server, which is the destination for the mail
that was sent, could not be located.
Authentication is required from the receiving server,
530 Authentication problem [or your server has been added to a blacklist by the
receiving server.
A message indicating that your server address was
542 Recipient address was rejected by the receiving server. This is usually due

to anti-spam software, IDS/IPS systems, smart
firewalls, or other security systems.

Malicious and spam email analysis

In this recipe, we will discuss the use of Wireshark to perform some basic analysis of
malicious and spam emails, and use this to filter spam emails on the server itself.
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Getting ready

In most cases, spam emails will be sent from outside the domain and targeted at clients
within the enterprise. So, it is best to perform packet capture on the server side for analysis.

How to do it...

1. The first step is to identify the data portion of the mail messages. We can use the
filter to display the data portion of the mails. The use of email protocol and data
will display the packets with data. For example, use pop || data-text-lines
to filter the mails with data using the POP3 protocol:

|1 | pop || data-text-lines *| Expression.. | +
0. Time Source Destination Protocol Info
F 37 2.155823 192.168.1.2 192.168.1.1 SMTP|.. from: Lav <lav@testdomain.com>, subject: Hi there, (t.

2. In the preceding screenshot, the data exchange between the specific endpoints is
not so big. Based on the size, it appears to be a text message and does not carry
any attachments, so we can ignore this:

|
[l |pop || data-text-lines | Expression.. =+
0. ime Source Destination Protocol Info
40 ©.551708 192.168.1.2 192.168.1.1 SMTP C: DATA fragment, 1460 bytes
41 ©.551713 192.168.1.2 192.168.1.1 SMTP C: DATA fragment, 1460 bytes
42 0.551715 192.168.1.2 192.168.1.1 SMTP C: DATA fragment, 1460 bytes
43 ©.551716 192.168.1.2 192.168.1.1 SMTP C: DATA fragment, 1460 bytes
44 @.551718 192.168.1.2 192.168.1.1 SMTP C: DATA fragment, 1460 bytes
45 @.55172@ 192.168.1.2 192.168.1.1 SMTP C: DATA fragment, 892 bytes
"] .1.2 e from: Lav <lav@testdomain.com>, subject: New Bank Stat..

3. On the other hand, the previous capture shows that the data exchange is pretty
big and it appears to carry an attachment.

4. Use follow the stream to narrow down the TCP flow. This will filter and list the
mail exchange in clear text as follows:
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258-ANANYAA-PC

250-SIZE 20480000

2580-AUTH LOGIN

258 HELP

AUTH LOGIN

334 VXN1cm5hbWué
bGF2QHR1c3Rkb21haWduY29t

334 UGFzc3dvemQ6

bGF2YW55YQ=
R i . o

MAIL FROM:<lav@testdomain.com> SIZE=9224
——t—Ot
RCPT TO:<lav@testdomain.com=>

ECPT TO0:<ana@testdomain.com=>

DATA

354 0K, send.

To: ana@testdomain.com, lav@testdomain.com

E o L 1 't 4+ mﬂ E =

Subject: New Bank Statements

=107 = - =dfd3-0122d840eflc@testdomain. com=

Date: Thu, 15 Feb 2018 10:@3:20 -@50@

User-Agent: Mozillas/5.@ (Macintosh; Intel Mac 05 X 1@.11; rv:52.8)
Gecko/201@0101 Thunderbird/52.6.0

MIME-Version: 1.0

Content-Type: multipart/mixed;
boundary="---—-———-——0E@47DO5B9EF784947CC3546"

Content-Language: en-US

This is a multi-part message in MIME format.
—————————————— @E@47DB5BIEF784947CC3546

Content-Type: text/plain; charset=utf-8; format=flowed
Content-Transfer-Encoding: 7bit

—————————————— @E@47DB5BIEF784947CC3546
Content=Type: application/pdf;
name="bank-statement.pdf"
Content-Transfer-Encoding: base64

filename="bank-statement.pdf"

In the preceding screenshot, we can see that this email carries a PDF file. Use the
sender, receiver, subject, and related information to identify whether the mail is

genuine. Alternatively, we can use other malware detection software to look for

any issues in the attachment.

If a similar attachment is seen on multiple emails, identify the common sender
and create a spam rule in the server to mark it as spam or filter such emails
directly.
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How it works...

Most email servers support spam and junk message detection, and dynamically create filter
rules for such emails. Servers also support customizing such rules based on sender/receiver
mail address, or based on domain and IP.

When the server receives a mail from an internal client using IMAP/POP3, or from an
external server using SMTP, it checks the local filters and forwards it to the respective inbox
if the rules allow it to do so. If any rule matches certain attributes or metadata in the mail,
the server will filter the message.

On the email client, we can optionally have email-scanning software for more rigid security.
Such software will perform additional checks on the client side and mark it as spam or
malicious, and warn the user about it.

[ 464 ]



15

NetBIOS and SMB Protocol
Analysis

In this chapter, we will cover the following recipes:

¢ NetBIOS name, datagram, and session services
SMB/SMB2/SMB3 details and operation
Different problems and how to analyze them

Connectivity and performance problems
e Common problems with database traffic and steps to analyze

Export SMB objects — how to use it

Introduction

One of the important things that you can use Wireshark for is application analysis and
troubleshooting. When an application slows down, it can be because of the LAN (quite
uncommon in a wired LAN), the WAN service (common due to insufficient bandwidth or
high delay), or slow servers or clients (we will see this in the Database traffic and common
problems section). It can also be due to slow or problematic applications.

The purpose of this chapter is to get into the details of how applications work, and provide
some guidelines and recipes for isolating and solving these problems. In the first recipe, we
will learn how to find out and categorize applications that work over our network. Then,
we will go through various types of applications, see how they work, how the network
influences their behavior, and what can go wrong.
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In this chapter, we will learn how to use Wireshark in order to resolve and troubleshoot
common applications that are used in an enterprise network, such as NetBIOS and SMB
protocols.

Understanding the NetBIOS protocol

Network Basic Input/Output System (NetBIOS) is a set of protocols developed in the early
1980s for LAN communications, in order to provide services for the session layer (fifth layer
in the OSI model). A few years later, it was adopted by Microsoft for their networking over
LAN, and then it was migrated for working over TCP/IP (NetBIOS over TCP/IP—NBT),
which is discussed in RFC 1001 and 1002.

In today's networks, NetBIOS provides three services:

e Name service (port 137) for name registration and name to IP address resolution.
Also referred to as NetBIOS-NS.

e Datagram distribution service (port 138) for service announcements by clients
and servers. Also referred to as NetBIOS-DGM.

¢ Session service (port 139) for session negotiation between hosts. This is used for
accessing files, opening directories, and so on. Also referred to as NetBIOS-SSN.

NBNS is the service that registers and translates names to IP addresses. Registration
happens when a client registers its name in the domain controller. The client sends a
registration request and then gets a response of whether the registration is OK or the name
is registered with another device. The Microsoft environment was implemented with WINS,
and as most networks did not use it, it was later replaced by DNS. It works over UDP port
137.

NBDS is used for service announcements by clients and servers. With this service, devices
on the network announce their names, services that they can provide to other devices on the
network, and how to connect to these services. It works over UDP port 138.

NBSS is used to establish sessions between hosts, open or save files, and execute remote
files and other sessions over the network. It works over TCP port 139.

There are additional protocols, such as Server Message Block (SMB), that run over NBSS
for transaction operations and over NBDS for service announcement, spools for printer
requests, and several others. Getting into the details of NetBIOS is beyond the scope of this
book. If you are required to troubleshoot NetBIOS protocols, follow the instructions in this
section and pay special attention to error messages and notes.
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Understanding the SMB protocol

We have briefly discussed SMB in earlier sections, and have also seen relevant filters. Just to
refresh, SMB is a protocol that is used for browsing directories, copying files, accessing
services such as printers, and several other operations over the network. Common Internet
File System (CIFS) is a form, or flavor, of SMB.

SMB runs on top of the session layer protocols such as NetBIOS as originally designed or
can also run directly over TCP port 445. SMB 2.0 was introduced by Microsoft in 2006 in
Windows Vista, with the intention of reducing the commands and subcommands required
in the SMB 1.0 protocol. Even though SMB 2.0 came out as a proprietary protocol, Microsoft
published the standard to allow other systems to interoperate with their operating systems.

SMB 2.1 was released with Windows 7 and Server 2008 R2 with performance improvements
compared to SMB 2.0.

SMB 3.0 (earlier referred to as SMB 2.2) was introduced with Windows 8 and Server 2012.
SMM 3.0 has significant performance improvements (compared to earlier releases) in order
to support virtualization occurring in the data center computing environment.

How it works...

SMB works in a client-server model, where the client makes specific requests to the server,
and based on the requests, the server responds accordingly. Most of the requests are related
to accessing filesystems, while other forms of requests involve Inter-Process
Communication (IPC). IPC is a mechanism that facilitates different processes to
communicate with each other, irrespective of them running on the same device or multiple
devices across the network.

Analyzing problems in the NetBIOS/SMB
protocols

In this chapter, we will get into some common problems with the NetBIOS suite of
protocols, and we will learn how to try and solve them. Since the NetBIOS set of protocols is
quite complicated, and there are hundreds of scenarios where things might go wrong, we
will try to provide some guidelines for how to look for common problems and what might
go wrong.
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Getting ready

NetBIOS protocols work in Windows environments, along with macOS and Linux
machines communicating with Windows. When facing problems such as instability, slow
response times, disconnections, and so on in these environments, NetBIOS issues can be one
of the reasons. When facing these problems, the tool for solving them is Wireshark. It will
show you what is running over the network, and Windows tools will show you what runs
on the clients and servers.

How to do it...

To try and find out what the problem could be, connect your laptop with Wireshark to the
network and port-mirror the suspected clients or server as described here. In the following
sections, we will see several scenarios for several problems.

There are many predefined filters that are used with NetBIOS. You can find them by
clicking on the Expression... button, which is on the right-hand side of the Display Filters
window:

General NetBIOS commands start with netbios
NetBIOS name service commands start with nbns

NetBIOS datagram service commands start with nbds
NetBIOS session service commands start with nbss

SMB commands start with smb or smb2

General tests

First, take a general look at the network. Then, look for suspicious patterns:

1. Connect Wireshark to the network. Make sure the workstation running
Wireshark is on the same broadcast domain as the clients that are having the

problem:s.

2. Configure the display filter nbns. flags.response == 0. It will give you the
NBNS requests. You will see many broadcasts, as shown in the following
screenshot:
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Ffller.l nbns.flagsresponse == 0 F|Expression_. Clear Apply Save NBNS NBDS NBSS

o. _ Mime ____ Souwce Destination Protocol length Info .

4994 0.000002 10.0.0.103 10.0.0.255 @ENBNS 110 Registration NB WORKGROUP<le>

4997 0.749962 10.0.0.103 10.0.0.255 < NBNS 110 Registration NB ETTI<20>

4998 0.000002 10.0.0.103 10.0.0.255 _LNBNS 110 Registration NB WORKGROUP<le>

5057 10.255261 10.0.0.102 10.0.0.255 [ NBNS 92 Name query NB WPAD<00>

5075 0.763927 10.0.0.102 10.0.0.255 @_ NBNS 92 Name query NB WPAD<00>

5088 0.512027 10.0.0.138 10.0.0.105 NBNS 92 Name query NBSTAT *<00><00><00><00><00>
5091 0.252327 10.0.0.102 10.0.0.255 |_NBNS 92 Name query NB WPAD<00>

105  10.0.0.

4.21540 169.254.26. 169.254.255.255 92 UM23. ESET. COM<00>
5287 0.74492 169.254.26.83  169.254.255.255 -~/ NBNS 92 Name query NB UM23.ESET.COM<00>
5297 0.749979 | 169.254.26.83 169.254.255.255 NBNS 92 Name query NB UM23.ESET.COM<00>
5298 0.751111 [169.254.26.83  169.254.255.255 L NBNS 92 Name auerv NB UM23.ESET.COM<00>

Figure 15.1: NBNS packet types

3. Asyou saw in the preceding screenshot, in the capture file you will see the
following;:

e NBNS registration packets (1): In the examples, there are registrations
with the names WORKGROUP and ETTI. The NBNS server will accept or
reject the name registration by issuing a positive or negative name
registration response to the requesting node. If none is received, the
requesting node will assume it is OK.

e NBNS queries (2, 3, and 4): Queries are sent for the name specified. If
there is an NBNS server (this is the domain controller), you will see one
of the following responses:

¢ Requested name does not exist (code 3)

e No error (code 0)

4. Make sure there is no registration or any other requests coming from addresses
that start with 169.254 (5). These are Automatic Private IP Addressing (APIPA)
addresses. This actually means that the PC is configured to accept addresses
automatically (by DHCP) and it has not received one.

5. There are many announcement packets as well. These will be broadcast on UDP
port 138. Here, you will see that every station announces its capabilities:
workstation, server, print server, and so on. For example, you can see here that:

e 172.16.100.10 name is FILE-SRV, and it functions like a
workstation, server, and SQL server (1)
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e 172.16.100.204 name is GOLF, and it functions like a workstation,
server, and a print queue server (2)

Filter: 'tcp.port==138 or udp.port==138 |z| Expression.. Clear Apply Save NBNS ! Host Announcing services Announced services

L
Protocol
BROWSER Announcement ZIVAK, Workstation, Server, Windows for
10179 172.16.100.119 172.16.100.255 BROWSER 243 Host Announcement MERAVT1l, Workstation, Server, NT Workstat
10332 172.16.100.16 172.16.100.255 BROWSER 244 Host Announcement GNETAPP, Workstation, Server, NT Workstat
10424 172.16.100.96 172.16.100.255 BROWSER 243 Host Announcement HAGITA, Workstation, Server, NT Workstati
1047(:)|172.16.100.10 172.16.100.255 BROWSER 243 Host Announcement FILE-SRV, Workstation, Server, SQL Server

No. Source Destination Length Info

10542 172.16.100.94 172.16.100.255 BROWSER 243 Host Announcement ORNAPI, Workstation, Server, NT wWorkstati
1072(:) 172.16.100.204 172.16.100.255 BROWSER 264 Host Announcement GOLF, Workstation, Server, Print Queue Se
10721 172.16.100.204 172.16.100.255 BROWSER 264 Host Announcement GOLF, Workstation, Server, Print Queue Se
10766 172.16.100.124 172.16.100.255 BROWSER 243 Host Announcement ADIP, Workstation, Server, NT Workstation
10768 172.16.100.170 172.16.100.255 BROWSER 243 Host Announcement MICHALA, Workstation, Server, NT Workstat
10929 172.16.100.106 172.16.100.255 BROWSER 258 Domain/workgroup Announcement NDI, NT Workstation, Domain E

AANSA 479 4L 1AM ANA 1TA £ 1AN AFE  ARALICrN  AE A llam+ Ammanmeasas + FALE LAanbesasdian  Camiimm Rmdme Acan PR
« 1 »

# Frame 10119: 243 bytes on wire (1944 bits), 243 bytes captured (1944 bits)

» Ethernet II, Src: 3com_82:9a:c7 (00:50:da:82:9a:c7), Dst: Broadcast (ff:ff:ff:ff:ff:ff)

= Internet Protocol Version 4, Src: 172.16.100.176 (172.16.100.176), Dst: 172.16.100.255 (172.16.100.255)
» User Datagram Protocol, Src Port: netbios-dgm (138), Dst Port: netbios-dgm (138)

# NetBIOS Datagram Service

« SMB (Server Message Block Protocol)
% SMB MailSlot Protocol

= Microsoft Windows Browser Protocol

NetBIOS
Protocol
Structure

Figure 15.2: NetBIOS service announcement

6. There are some worms and viruses that are using the NetBIOS name service to
scan the network. Look for unusual patterns such as massive scanning, high
broadcast rate, and so on.

7. Verify that you don't have too many broadcasts. 5 to 10 broadcast/minute/device
are reasonable. More than this usually means a problem.

There are hundreds of message scenarios you can see here. Use the
Wireshark expert system, Google, and common sense to find out the
problem.

Specific issues

Here are some issues and problems you might see during usual operations:

e Using SMB, which is the protocol that is used for browsing directories, copying
files, and other operations over the network, you might see some error codes. The
full list of error classes and codes is listed in Microsoft MSDN:
http://msdn.microsoft.com/en-us/library/ee441884.aspx and https://
tinyurl.com/y7kuxygd.
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e Code 0 means STATUS_OK, which implies that everything works fine and there is
no problem. Any other code should be examined.

¢ In the following example, you can see a message STATUS_ACCESS_DENIED. This
is one of many error codes you should look for. In the example, access to
\NASO1HOMEDIR on a server with an I’ address that starts with 203 (full address
hidden for security reasons) was denied.

e When you try to see the home directory by browsing it, Windows will usually
show you an access denied message or something similar. This problem can
happen when an application is trying to access a directory and cannot get access
to it. In this case, you see an access denied message, a software communication
problem message, or any other message the programmers have made for you.
Using Wireshark in this case will get you to the exact error, and Google will show
you the reason for it:

14550 10.1.70.95 203. N svB 93 NT Create AndX Response, FID: Ox0000, Error: STATUS_ACCESS_DE
14551 203. 10.1.70.9 SMB 146 NT Create AndX Request, Path: \
n> v -

AAFFES AA 1 TA Ar ans I caan MT rmamda AmAV Aammam—- FTA. AVAAAA Femaes cTATIE Arcree A
Pl I

s Transmission Control Protocol, Src Port: netbios-ssn (139), Dst Port: nuts-dem (4132), Seq: 330825, Ack: 213
» NetBIOS Session Service
SMB (Server Message Block Protocol)
= SMB Header
Server Component: SMB
Response to: 14547
[Time from request: 0.019610000 seconds] Access Denied
SMB Command: NT Create AndX (0xa2)
NT Status: STATUS_ACCESS_DENIED (0xc0000022)
= Flags: 0x98
2 Flags2: 0xc803
Process ID High: 0

Signature: 0000000000000000 Accassing this
o Tree ID: 8199 (\\NASOL1\HOMEDIR) L
Process ID: 1544

User ID: 14339 Trying to create
Multiplex ID: 46595 somethingin it

s NT_Create AndX Response (0xa2)

Figure 15.3: SMB error classes and codes—access denied

¢ In the next example, we see a status STATUS_MORE_PROCESSING_REQUIRED (2)
that happened during session setup (1) on \NAS01SAMIM (3).

¢ Looking at the link mentioned earlier, we see that this is because on the
designated named pipe, there is more data available to read.
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¢ A short Google search tells us that it might indicate a credentials problem. Check
with your system administrator:

0. Source Destination Protocol  Length _Info
............................ s - T T —
894 0 e 0 B 478 o 0 etup AndX Response P_CHA 0 A OR

22000 1N 1 TA _OC N2 I a2
< T

« Internet Protocol Version 4, Src: 10.1.70.95 (10.1.70.95), Dst: 203. (203. )
s Transmission Control Protocol, Src Port: netbios-ssn (139), Dst Port: nuts-dem (4132), Seq: 358564, Ack: 225:
= NetBIOS Session Service
SMB (Server Message Block Protocol)
= SMB Header
Server Component: SMB
[Response to: 23893]
[Time from request: 0.019370000 seconds] 1
[ SME Command: Session Setup ANOX (0X73)
|LNT Status: STATUS_MORE_PROCESSING_REQUIRED (0xc0000016)
« Flags: Ox98 @
= Flags2: Oxc803
Process ID High: 0
signature: 0000000000000000
Reserved: 0000
s[Tree I0: 0 (\\NASOI\SAMIMI (3)
Process ID: 65279
User ID: 16386
Multiplex ID: 54339
s Session Setup AndX Response (0x73)

Figure 15.4: SMB error classes and codes—named pipe

¢ To see all SMB error messages, type the filter smb.nt_status != 0x0. You will
get all error responses, as shown in the following screenshot:

Filter:| smb.nt_status != Ox0 F“Expressinnm Clear Apply Save NBNS NBDS NBSS

Destination Protocol Length Info  Command Sub-command Error

203.12.106.10 SMB 93 FepeneJT—Fi911 s—ls AT 5 RENIED
203.12.106.10 SMB 126 Trans2 Response, FIND_FIRSTZ, 'Error: |STATUS_ACCESS_DENIED
203.12.106.10 SMB 126 Trans2 Response, FIND_FIRSTZ2, Error: STATUS_ACCESS_DENIED
203.12.106.10 SMB 93 NT Trans Response, FID: 0x0001, NT NOTIFY, Error:|STATUS_CANCELLED |
203.12.106.10 SMB 478 session Setup AndX Response, NTLMSSP_CHALLENGE, Error: STATUS_MORE_PROCESSING_REQUIRE
203.12.106.10 sSMB 93 Tree Connect AndX Response, Error:|STATUS_ACCESS_DENIED
203.12.106.10 SMB 478 Session Setup AndX Response, NTLMSSP_CHALLENGE, Error: STATUS_MORE_PROCESSING_REQUIRE
203.12.106.10 SMB 93 Tree Cohnect AndX Response, Error: STATUS_ACCESS_DENIED
203.12.106.10 SMB 478 session Setup AndX Response, NTLMSSP_CHALLENGE, Error: |STATUS_MORE_PROCESSING_REQUIR
203.12.106.10 SMB 93 Tree Connect AndX Response, Error: STATUS_ACCESS DENIED

203.12.106.14 SMB 93 Trans2 Response, GET_DFS_REFERRAL, Error:|STATUS_NO_SUCH_DEVICE

203.12.106.14 SMB 93 NT Create AndX Response, FID: Ox0000, Error: STATUS_ACCESS_DENIED

Figure 15.5: SMB error classes and codes—filtering errors

There's more...

In this section, I would like to show some examples to get a better understanding of the
NetBIOS protocols.
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Example 1 — application freezing

In the following screenshot, we see the reason for an application freeze:

o. Time Source Destination Protocol ~ Info

26562 362.699257 203. 10.1.70.95 {SMB Tree Connect AndX Request, Path: \\NASOL1\SAMIM

26563 362.717483 10.1.70.95 203 SMB Tree Connect AndX Response, Error: STATUS_ACCESS_DENIED
26564 362.717635 203. 10.1.70.95 SMB Logoff AndX Request

26565 362.734572 10.1.70.95 203. SMB Logoff AndX Response

26572 362.853441 203. 10.1.70.95 TCP nuts-dem > netbios-ssn [ACK] $eq=226260 Ack=359968 Win

813425 10.1.70.95 203 TCP netbios-ss
K " - - -

n > nuts-dem [ACK] Seq=339967 Ac 26260 Win
[TCP Dup A t > | ACK] S

[ ] 0.95 T [
.181386 203. NBSS Session keep-alive
.390573 D 10.1.70.95 TCP  nuts-dem > netbios-ssn [ACK] Seq=226260 Ack=359972 Win
.812860 B 10.1.70.95 SMB Tree Disconnect Request

.829093 .1.70. 203. SMB Tree Disconnect Response
10.1.70.95 TCP nuts-dem > netbios-ssn [ACK] Seq=226299 Ac
TER _— b TS : - =

Figure 15.6: Error condition—application freeze

In the example, we make the following observations:

¢ A client with an IP address that starts with 203 is trying to connect to
\NASO01SAMIM on a server with an IP address 10.1.70. 95, and gets back a
STATUS_ACCESS_DENIED error

e The serveron 10.1.70.95 answers that the access is denied

e Since the application waits, TCP is holding the connection with keep-alive
messages

o After a while, the client sends disconnect request that is approved by the server
¢ The application waits and TCP maintains the connection with keep-alive
o TCP closes the connection with RST (reset)

What the customer saw here was an application freeze.
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Example 2 — broadcast storm caused by SMB

In one of my client's networks, I received an urgent call that a remote office was
disconnected from the HQ. Some network details are as follows:

e The remote office addresses are on subnet 172.30.121.0/24, with a default
gateway 172.30.121.254.

e The HQ addresses are on subnet 172.30.0.0/24. The connections between the
remote offices and the HQ are with L3 IP-VPNs over an MPLS network.

To solve the problem, I did the following;:

e | tried to ping the servers in the HQ. I got no response.

e [ called the service provider that provides the lines to the center, and they said
that on their monitoring system they didn't see any load on the line.

e I pinged the local router, 172.30.121.254, and got no response. This means that
PCs on the LAN couldn't even get to their local router, which is their default
gateway.

e I connected a Wireshark with port-mirror to the router port, and I saw something
like the following screenshot:

No. Time Source Destination Protocol Info
22 0.000002 172.30. 121 ePdo wealal A SMB Mailslo Write Mail Slot
23 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail Slot
24 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot Wwrite Mail slot
25 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail slot
26 0.000002 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail Slot
27 0.000910 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail slot
28 0.000002 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail slot
29 0.000001 el palia b alged el alehl Rl SMB Mailslot Write Mail Slot
30 0.000001 172.30.121.1 172.30.121.255 SMB Mailslot Write Mail Slot
N _NONKRE7 172 30 121 1 172 20 121 288 SMR Mailelat  Writa Mail <Slnt

21
4 11}

« Frame 1: 277 bytes on wire (2216 bits), 277 bytes captured (2216 bits) on interface 1

+ Ethernet II, Src: Hewlett-_2b:5d:e3 (f4:ce:46:2b:5d:e3), Dst: Broadcast (ff:ff:ff:ff:.ff:ff)

= Internet Protocol Version 4, Src: 172.30.121.1 (172.30.121.1), Dst: 172.30.121.255 (172.30.121.255)
# User Datagram Protocol, Src Port: netbios-dgm (138), Dst Port: netbios-dgm (138)

+ NetBIOS Datagram Service SME

+ SMB (Server Message Block Protocol)
# SMB Mailslot Protocol

s Data (65 bytes)

Mailslot
Protocol

Figure 15.7: Error condition—broadcast storm

e [ saw that a huge amount of packets were generated within microseconds (1) by a
host with IP address 172.30.121. 1. The packets are broadcast (3), and the
service that generated them is Wwrite Mail Slot (5), which is sent by the SMB
Mailslot protocol (4).
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¢ To get a picture of the number of packets, I used the I/O graphs feature. I got
5,000 packets per second, that generated 10 Mbps that blocked the poor old router
port (changing the router port to 100 Mbps or 1 Gbps wouldn't help; it still would
have been blocked.

e When I didn't find anything about it on Google or Microsoft, I started to stop
services that I didn't know, keeping track of what happened with the broadcast
after every change. Eventually, I found that the service that caused the problem
was called LS3Bcast . exe. I stopped it and made sure it didn't come back, and
that was it.

| Bl ireshark 10 Graphs: Tq" 013 Test 02 —— 153, 1= e S
- 5000 packets/Sec 10000

'-—'——\ 5000

[ Wireshark IO Graphs: AN-2013 Test 02 — L3.. sl 5o S
asm. -
10Mbps 20000000 )
: —— ——
“'\: S 20s 40s
| ¥
\ 10000000 X Aic
Tick interval:1 sec z|
Pixels per tick: 5 z|

[[] View as time of day

Y Axis
Unit: Packets/Tick -
Scale: i

Smooth: |No filter Z|

Save Close II
.

4| 1 | »
Graphs K Axis

m Color |Filter: Style: Line Tick interval: 1 sec E
m Color |Filter: Style: Line Pixels per tick: 5 E
m Color (K Style:|Line
M Color |Filter: Style:|Line
m Color |Filter: Style: Line

Help

K KN KN KN KN

&
=
I!
]

Y Axis
Unit:

Scale: Auto
Smooth:  No filter E

Save Close

Copy

Figure 15.8: SMB broadcast storm—traffic rate
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Analyzing the database traffic and common
problems

Some of you may wonder why I have added this section here. After all, databases are
considered to be a completely different branch in the IT environment. There are databases
and applications on one side, and the network and infrastructure on the other side. This is
correct, since we are not supposed to debug databases; there are DBAs for this. But with the
information that runs over the network, we can see some issues that can help the DBAs
with solving the problem.

In most cases, the IT staff will come to us first because people blame the network for
everything. We will have to make sure that the problems are not coming from the network,
and that's it. In a minority of the cases, we will see some details in the capture file that can
help the DBAs with what they are doing.

Getting ready

When the IT team come to us complaining about a slow network, there are some things to
do just to verify that it is not the case. Follow the instructions in the following section to
make sure we avoid slow network issues.

How to do it...

In the case of database problems, follow these steps:

1. When you get complaints about slow network responses, start asking these
questions to define the problem precisely:

e Is the problem local or global? Does it occur only in the remote offices,
or also in the center? When the problem occurs in the entire network, it
is not a WAN bandwidth issue.

¢ Does it happen the same for all clients? If not, there might be a specific
problem that happens only with some users, because only these users
are running a specific application that causes the problem.

e Is the communication line between the clients and the server loaded?
What is the application that loads them?
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e Do all applications work slowly, or is it only the application that works
with the specific database? Maybe some PCs are old and tired, or is it a
server that runs out of resources?

2. When we are done with the questionnaire, let's start our work:

1. Open Wireshark and start capturing packets. You can configure port-
mirror to a specific PC, to the server, to a VLAN, or to a router that
connects to a remote office in which you have the clients.

2. Look at TCP events (expert info). Do they happen on the entire
communication link, on specific IP address/addresses, or on specific
TCP port number/numbers? This will help you isolate the problem and
verify whether it is on a specific link, server, or application.

When measuring traffic on a connection to the internet, you will get many
retransmissions and duplicate ACKs to websites, mail servers, and so on.
This is the internet. In an organization, you should expect 0.1 to 0.5
percent retransmissions. When connecting to the internet, you can expect
much higher numbers.

3. If you see problems in the network, solve them as we learned in previous
chapters. However, there are some network issues that can influence database
behavior. In the following example, we see the behavior of a client that works
with the server over a communication line with a roundtrip delay of 35 to 40 ms.

1. We are looking at the TCP stream number eight (1), and the connection
started with TCP SYN/SYN-ACK/ACK. I've set this as a reference (2).
We can see that the entire connection took 371 packets (3).

Filter: tpstream eq 8

«Data (33 bytes)

©)

No. Time Source

1840 *Rer* [ 2) 192.168.20.88
844 0. 01348 192.168.10.80
1845 0.013496 192.168.20.88
1846 0.015710  192.168.20.88
1847 0.044857  192.168.10.80
1848 0.045057  192.168.20.88
1849 0.075752  192.168.10.80

EExp:ession... Clear Apply Save NBNS NBDS NBSS
Destination Protocol  Info E
192.168.10.80 TCP vfo > wv-csp-udp-cir [SYN] Seq=0 w
192.168.20.88 TCP wv-csp-udp-cir > vfo [SYN, ACK] Se:
192.168.10.80 TCP vfo > wv-csp-udp-cir [ACK] Seg=1 A
192.168.10.80 TCP vfo > wv-csp-udp-cir [PSH, ACK] Set
192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Ses
192.168.10.80 TCP vfo > wv-csp-udp-cir [PSH, ACK] Ses
192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Se:.

b

< Frame 1930: 87 bytes on wire (696 bits), 87 bytes captured (696 bits)

« Ethernet II, Src: Hewlett-_3e:54:e7 (00:0b:cd:3e:54:e7), Dst: Cisco_4f:4a:ec (00:60:47:4F:¢
= Internet Protocol Version 4, Src: 192.168.20.88 (192.168.20.88), Dst: 192.168.10.80 (192. 1¢
= Transmission Control Protocol, Src Port: vfo (1056), Dst Port: wv-csp-udp-cir (3717), Seq:

O | File: "CA\Courses\Upstream Systems\PCAP Files\Example 0... |Packets: 6494 Displayed: 371 |.’Iarked: 0 Load time: 0:00.307 Profile: Wireless

Figure 15.9: Following a TCP stream
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2. The connection continues, and we see time intervals of around 35 ms
between DB requests and responses:

No. Time Source Destination Protocol  Info -

1981 35.833309]_.168.20.88 192.168.10.80 TCP vfo > wv-csp-udp-cir [PSH, ACK] Sei
1982 35.869385 EEHH.ISS.IO.SO 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Se«
1983 35.869930}.168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Sei
1984 35.905654 .168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Se(
1985 35.906194}.168.20.88 192.168.10.80 TcP vfo > wv-csp-udp-cir [PSH, ACK] Sei
1986 35.944428 .168.10.80 192.168.20.88 TCP wv-csp-udp-cir > vfo [PSH, ACK] Se:
1987 35.953804 192.168.20.88 192.168.10.80 TCcP vfo > wv-csp-udp-cir [PSH, ACK] Se(.

Figure 15.10: Database requests and responses—time interval

3. Since we have 371 packets travelling back and forth, 371 x 35 ms gives
us around 13 seconds. Add to this some retransmissions that might
happen and some inefficiencies, and this leads to a user waiting for 10
to 15 seconds and more for a database query.

4. In this case, you should consult with the DBA on how to significantly reduce the
number of packets that run over the network; or you can move to another way of
access, for example, terminal server or web access.

5. Another problem that can happen is that you will have a software issue that will
be reflected in the capture file. If you have a look at the following screenshot, you
will see that there are five retransmissions, and then a new connection is opened
from the client side. It looks like a TCP problem, but it occurs only in a specific
window in the software. It is simply a software procedure that stopped
processing, and this stopped the TCP from responding to the client:

0. Time Source Destination Protocol  Info &
0.078889 192. EE 192.168.200.227 TCP http > vrtp [AcK] Seq=1 Ack=59884

. 2 S LI L tr i
.989050 5 .200.227 o .3.50 rcts > http [SYN]

[TCP
Seq=0 Win=65535 Ler

281 18.994054 192.168.3.50 192.168.200.227 1@ http > rcts [SYN, ACK] Seq=0 Ack=1 wi
282 18.994085 192.168.200.227 192.168.3.50 i rcts > http [ACK] Seq=1 Ack=1 Win=655
283 18.994264 192.168.200.227 192.168.3.50 TCP [TCP segment of a reassembled PDU]
284 18.994280 192.168.200.227 192.168.3.50 TCP  [TCP segment of a reassembled PDU]
28K 10 NNN271 1072 1AR R EN 102 1AR 2nn 227 TrD httn ~ rrtc Farvl Can—1 AFL—87 Win-6"

Figure 15.11: Following a TCP stream—retransmissions
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How it works...

Well, how databases work is always a mystery to me. Our task is to find out how they
influence the network, and this is what we've learned in this section.

There's more...

When you right-click on one of the packets in the database client to the server session, a
window with the conversation will open. It can be helpful to the DBA to see what is
running over the network.

When you are facing delay problems, for example, when working over cellular lines over
the internet or over international connections, the database client to the server will not
always be efficient enough. You might need to move to web or terminal access to the
database.

An important issue is how the database works. If the client is accessing the database server,
and the database server is using files shared from another server, it could be that the client-
server works great, but the problems come from the database server to the shared files on
the file server. Make sure that you know all these dependencies before starting with your
tests.

And, most importantly, make sure you have very professional DBAs as friends. One day
you will need them.

Exporting SMB objects

Exporting SMB objects is a simple feature for exporting SMB statistics.

Getting ready

To export HTTP objects, choose File | Export Objects | SMB/SMB2.
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How to do it...
To export SMB objects, follow these steps:

1. You can use this feature when a capture is running, or you can run it on the
captured file. You will get the following window:

M Wireshark - Export - SMB object list — O X

Packet Hostname Content Type Size Filename

588 \\10.76.76.160\PCS FILE (160/160) R&W [100.003%] 160 bytes \srvsvc
1148 \W10.76.76.1600PCS FILE (160/160) R&W [100.00%] 160 bytes \srusvc

Save Save All Help

Figure 15.12: SMB—object export

2. From here, you can get a list of the servers that were accessed, including the files
that were accessed in each one of them. You can see the packet number,
hostname, content type (with operation mode, read or read/write), size, and
filename.
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3. You can use the Save As or Save All buttons for saving the data in a file.
4. In the Content Type column, you will see the following contents:
e FILE: If the content that is accessed is a file served by the specified
server(s).
e PIPE: As we discussed in the earlier sections of this chapter, SMB is
also used for IPC. For this IPC mechanism, the SMB system provides a
named pipes service. For example, Microsoft's implementation of RPC
over SMB operates using named pipes infrastructure. Details on named
pipes is beyond the scope of this book, as is any other file discovered
by Wireshark.

enable TCP packets reassembly (allow subdissector to reassemble TCP

For the export SMB objects feature to work, first go to TCP preferences and
8 streams).

Once exported and saved successfully, you should see the data (file, pictures, or anything
that is accessed using SMB) built by reassembling the packets.

How it works...

This feature scans SMB packets in the currently opened capture file or the running capture,
takes reass<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>